Solar photovoltaic (PV) technology has received immense, global interest in recent years. Many novel devices have been created beyond conventional silicon solar cells, such as thin film PV, organic PV, and perovskites. Unfortunately, all such single-junction solar cells suffer from an efficiency cap known as the detailed-balance limit, which limits solar cell efficiency to 33.7%. This limit is primarily due to solar cells unable to absorb light below their bandgap, and inefficiently absorbing light above their bandgap.

One strategy to improve PV efficiency is to use certain organic molecules that up- or down-convert photon energies using interplays between their excited states. Two common types of photon conversion processes are triplet-triplet annihilation (TTA) up-conversion and singlet fission (SF) down-conversion. However, designing efficient TTA and SF molecules comes with several challenges. Namely, the design space of organic photon conversion molecules is massive; for example, 166 billion organic molecules exist with less than 17 atoms. Further, experiments or first-principles simulations to evaluate the excited state energies of these molecules are time- and resource-consuming.

Fortunately, large scale virtual screening and inverse design with machine learning are promising solutions, as they allow accelerated evaluation of properties and efficient exploration of chemical space. Supervised machine learning comes with its own challenges, however. As a primarily data-driven method, it is limited by slow acquisition of labeled data for model training. Further, the chemical design space is diverse, so a large amount of labeled data is required for training to ensure sufficient coverage. Finally, tasks may be very different or require non-overlapping data. For these reasons, a model with high accuracy for desired properties is difficult to obtain.

Therefore, it is useful to develop an efficient, unified strategy for generating training sets and suggesting candidate molecules under different conditions. Active learning is one promising strategy for achieving this, as it efficiently explores chemical space. This study presents an active learning framework for designing energy-relevant molecules, where molecules suitable for TTA up-conversion and SF down-conversion are taken as a case study.

First, an ultra-fast chemical simulation method based on machine-learned calibrations to tight binding is developed for accelerating the labeling process. The calibration training set is carefully curated to ensure both breadth of chemical space and depth in space of molecules of interest, namely large aromatic molecules with pi-conjugated bonds.

Next, we use this accelerated labeling to generate a large molecular database and benchmark various active learning strategies with different priorities over this database. Namely, we come out with a unified active learning framework as shown in (Figure 1) and implement different settings of key components for comparison.

Finally, a highly accurate generative model based material design workflow is developed based on the informative database derived from the unified active learning framework. The workflow considers both suitability and synthetic accessibility to reduce experimental effort. A pool of molecules suitable for TTA up-conversion and SF down-conversion are proposed, verified with higher-fidelity computational chemistry methods, and finally demonstrated with experiments.

Overall, a unified active learning framework is developed, and molecules suitable for TTA and SF are proposed. The suitability of these materials as photon conversion materials to improve PV efficiency is a promising demonstration of the utility of this approach for designing energy-relevant molecules.
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Introduction
Artificial intelligence has emerged as an invaluable tool for fault diagnosis in diverse industries, facilitating the efficient and precise detection of faults and malfunctions within intricate systems. While conventional supervised classifiers primarily classify known faults, the reality often entails a combination of known and unknown faults. Consequently, our objective is to develop the capability to identify unknown faults without compromising the classification accuracy of known faults. To this end, we present a novel approach called the Descriptive Process Attribute Sequence to Sequence Neural Network (DPAS).

Methodology
Based on Kang's 2020 research, RNNs excel in classifying the Tennessee Eastman Process (TEP). Thus, our DPAS model incorporates a two-layer RNN (Figure 1). We enhanced the process description attributes from Feng and Zhao’s study (2020), categorizing them into three groups: dynamic behavior (e.g., step changes, random variations), fault location (e.g., reactor, condenser), and fault cause (e.g., flow rate, temperature changes). Each TEP fault was defined with a 16-length attribute array.

For predicting the manipulate variable (MV), we used a three-layer fully connected neural network. It takes historical process data (MV and attributes) as input and outputs predicted MV. The encoder takes the historical process data as input, generates a hidden state, and passes it to the decoder. The decoder uses the predicted MV and attribute input to produce predicted process data without the MV. Combining the predicted MV with this output yields the predicted process data with the MV.

By employing a rolling approach, we can generate process data corresponding to the fault attributes without relying on any external data. This approach involves merging the predicted results with the past data input at each step. By iteratively updating and incorporating the predicted results into the input data, we can generate a sequence of process data that aligns with the fault attributes. This allows us to simulate the behavior of the system and generate valuable insights without the need for additional data sources.

Results
In our tests, we selected one unknown fault from IDV1 to IDV14 in the TEP. Known faults were a mix of generated and original data (1:1 ratio), while the unknown fault consisted entirely of generated data. The random forest classifier accuracy improved from 72.06% to 75.05%, and the RNN classifier increased from 80.49% to 81.92%. Training the RNN classifier solely with generated data achieved an average accuracy of 71.99%. These findings demonstrate the effectiveness of our approach in fault classification, even with unknown faults, and the value of generated data.
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Introduction
In modern industrial processes, data is often high-dimensional and noisy, with complex and nonlinear interactions between variables, making fault diagnosis a significant challenge. Principal component analysis (PCA) has been a popular process monitoring tool for decades, known for its ability to reduce dimensionality and extract features. As a result, it is a preferred method for screening process status. However, its limitations include a lack of sparsity and the inability to account for the topological mechanisms of the process. This work introduces a discriminative edge-group PCA (DESPCA) method to address these issues and improve fault diagnosis.

Methodology
Fig/ 1 depicts the flowchart of DESPCA, which takes process data and process topology represented as a graph as input information. The process data are segmented into several groups based on changes in process status, such as two groups for fault occurrence or three groups for the initial steady state, transition period, and final steady state. Next, a correlation weight factor is calculated for each variable, reflecting its discriminatory power across different groups. Subsequently, scores and loadings are calculated using an iterative algorithm that incorporates sparsity into the loading vectors. This is achieved by utilizing the graph and weights on the edges connecting each pair of nodes, i.e., variables. The use of sparsity and topology information in the DESPCA method ensures that each principal component corresponds to one or multiple physically connected process units. This often reflects the propagation path of the fault. Furthermore, the weights contain information on both data variability and discriminability, which can significantly influence the placement of variables affected by the fault into the first principal component (PC), thus facilitating fault diagnosis.

Results
This study demonstrates the effectiveness of the proposed model using the IDV1 fault (A/C feed ratio, B composition constant) of the Tennessee Eastman process as an example. Based on the knowledge of process experts, V23, which represents the composition of component A in stream 6, is the variable closest to the root cause of the fault. Along with V1, V44, and V6, it contributes to the first PC of DESPCA. Causality analysis among these four variables can therefore diagnose the root cause of the fault easily.
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Predicting the thermomechanical properties of thermoset shape memory polymers (TSMPs) is crucial for their effective design and application. However, the complex topological nature of TSMPs presents a significant challenge in modeling these properties, often resulting in time-consuming processes. To address this challenge and expedite the prediction of the glassy modulus of shape memory polymers (SMPs), we propose the application of machine learning (ML) techniques, aiming to overcome the limitations inherent in traditional modeling methods.

Methodology
In this study, we utilized a small dataset of about 214 datapoints obtained from various references to train our ML model. Ninety percent of the data was used for training and the remainder for validation. Our approach involved employing three distinct ML models: Gaussian Process Regression (GPR), Support Vector Machine (SVM), and Artificial Neural Network (ANN). Each model was trained using the collected dataset, enabling us to investigate their performance in predicting the glassy modulus of SMPs. We carried out an exhaustive analysis comparing the effectiveness of three distinct models.

Results and Discussions
The results clearly indicate that the ANN model stands out, demonstrating superior predictive accuracy compared to the other two. In particular, the ANN model recorded a mean absolute percent error (MAPE) of just 13%, which is notably lower than the 18% and 17% achieved by the GPR and SVM models, respectively.

Moreover, the ANN model excelled in reducing errors, as evidenced by its mean squared error (MSE) of 0.19 GPa² and mean absolute error (MAE) of 0.30 GPa.

<table>
<thead>
<tr>
<th>MODELS</th>
<th>MAPE (%)</th>
<th>MSE (GPa²)</th>
<th>MAE (GPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANN</td>
<td>13</td>
<td>0.19</td>
<td>0.30</td>
</tr>
<tr>
<td>SVR</td>
<td>17</td>
<td>1.96</td>
<td>0.66</td>
</tr>
<tr>
<td>GPR</td>
<td>18</td>
<td>0.48</td>
<td>0.50</td>
</tr>
</tbody>
</table>

Furthermore, we carefully dissected the underlying factors contributing to the observed disparities. The distinctions among various models can be attributed to three primary factors. First and foremost, the efficacy of these models can be influenced by the quantity of parameters they encompass. ANN typically contains a significantly higher number of parameters compared to SVM, which enables ANN to characterize a greater diversity of features. Secondly, ANNs employ piecewise functions that confer a higher degree of adaptability in making predictions, as opposed to the rigidity of the exponential functions utilized by SVMs. The third factor concerns the inherent characteristics of the data points, which can result in the diminished effectiveness of GPR. Specifically, GPR is susceptible to the 'curse of dimensionality', a phenomenon whereby its performance deteriorates with the escalation in the number of input dimensions.

Conclusion
In conclusion, our study provides a feasible approach for predicting the glassy modulus of SMPs. By utilizing these three algorithms, we have significantly accelerated the prediction process, enabling efficient material design and optimization. Moreover, our analysis for the three ML techniques explores the adaptability of material science, which will deepen the understanding for the investigators in new material design.

Acknowledgement
This work is supported by the U.S. National Science Foundation under grant number OIA-1946231 and the Louisiana Board of Regents for the Louisiana Materials Design Alliance (LAMDA).
Previous studies have demonstrated the applicability of Experimental Design via Bayesian Optimization (EDBO) to chemical synthesis and chemical processes. In addition, multiple research groups have published software that facilitates the programmatic incorporation of EDBO into a research organization (Torres, 2022; Wang, 2021).

In pharmaceutical development, the late-stage process characterization workflow, is enabled by the application of Design of Experiments (DOE) which allow the identification of a robust control strategy that takes into account the multivariate nature of the underlying unit operation. Typically, an experimental design of a targeted optimality criteria is performed from which models are built to estimate the level of the responses (critical quality attributes, cQA’s). The quantification of the responses allows the construction of a design space which provides assurance of control.

In this work we demonstrate that applying EDBO to the characterization workflow results in an efficient and streamlined workflow for control strategy design. We apply the procedure in two instances of reaction characterizations with multiple factors and responses. We propose a methodology to seed the algorithm with an appropriate subset of the DOE set to improve the efficiency of process characterization. Finally, we suggest a visualization strategy (the Garrido Projection) to enable interpretability of the surrogate process model to facilitate the design of a multivariate control strategy.

**Process Characterization**

The characterization of pharmaceutical processes involves the quantification of the impact of process parameters on the quality attributes of the unit operations that are critical to the final quality of the pharmaceutical drug product (DP). Typically, this task is accomplished by developing a surrogate mathematical model that provides adequate estimates of the desired observables (the quality attributes) given the set points of the controlled process parameters that are part of the process description. Figure 1 shows the resulting implementation of a Gaussian Process and the corresponding visualization using a Garrido Projection of ~5E4 process conditions from which a reasonable control strategy can be devised.

**Figure 1.** Garrido Projections of the estimated values of a key impurity (left) and the yield (right) estimated by a Gaussian Process trained on experimental data from a chemical transformation.

Systematic visualization of the two-dimensional projection of the high-dimensional model and the corresponding quality attributes (two in this example) allows scientists to efficiently determine a suitable set of conditions under which the appropriate quality conditions are met.

Finally, we show the efficiency of the Gaussian Process to estimate process outcomes with limited data, allowing for a graded completion of the experimental design resulting in significant reduction of experimental effort.
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Thermal conductivity is a crucial property for the performance of additively manufactured alloys in service applications. However, predicting the thermal conductivity of novel alloys is a challenging task due to the impact of various factors, such as processing temperature, microstructure, thermal cycling history, and alloy compositions. Computationally aided simulation together with experimental approaches for predicting thermal conductivity are expensive and time-consuming, particularly for parts produced using additive manufacturing (AM). To address this issue, a machine learning (ML) model was developed for predicting the thermal conductivity of AM alloys. Herein, a large dataset of experimentally determined thermal conductivity (TC) values was compiled for various temperature ranges (25-1000 °C) and several laser powder bed fusion (L-PBF) AM alloy families, including Nickel, Copper, Iron, and Cobalt-based alloys. These datasets were used to train and validate classical regression ML models (linear regression, stochastic gradient descent, support vector machine) and an Artificial Neural Network (ANN) ML model. Among the models, the Artificial Neural Network showed exceptional performance, with a mean absolute percentage error (MAPE) of 0.07.

Table 1. ML Error Matrix Comparison

<table>
<thead>
<tr>
<th>ML models</th>
<th>Root mean square error (W/mK)</th>
<th>Mean absolute Error (W/mK)</th>
<th>Mean absolute percentage error %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Support Vector Regressor</td>
<td>47.62</td>
<td>14.42</td>
<td>13</td>
</tr>
<tr>
<td>Stochastic gradient descent</td>
<td>11.97</td>
<td>5.51</td>
<td>17</td>
</tr>
<tr>
<td>Linear Regression</td>
<td>11.15</td>
<td>4.5</td>
<td>11</td>
</tr>
<tr>
<td>Artificial Neural Network</td>
<td>5.2</td>
<td>2.23</td>
<td>7</td>
</tr>
</tbody>
</table>

The ANN model was then tested on predicting the TC of Inconel 718 alloys manufactured using the L-PBF AM process. This approach has not been documented in the literature to the author’s knowledge. The results showed excellent agreement between the ML predictions and the experimental outcome, indicating a strong correlation. Our study demonstrates that machine learning models can efficiently predict the thermal conductivity of new L-PBF AM alloys, enabling rapid identification of appropriate alloys for specific industrial applications and predicting TC for new alloy development. Additional TC measurement data can be added to continue to expand the ML method and further validate its accuracy.
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Industrial process datasets commonly have missing values. The distribution of missing data points can be characterized as being within four classes: (1) random missing data, which exhibit no explicit pattern, (2) sensor drop-out, in which the missing values are correlated in time, (3) multi-rate, in which the missing data occur periodically, and (4) censoring, in which there exist thresholds for censoring so that the measurements outside the range are not recorded (Imtiaz and Shah, 2008; Severson et al., 2017).

The presence of missing values inhibits the use of the data in process modeling, analysis, and control. Even basic data analytics methods such as principal component analysis (PCA) and partial least squares (PLS) require a full data matrix, that is, without any missing values. The simplest way to deal with missing values is to only consider the observations with full measurements. Removing every observation with missing values, however, can cause significant data loss in the specific time period when the missing values are agglomerated, which makes capturing the process dynamics challenging.

In order to fully utilize the given dataset, many general-purpose methods such as mean imputation, alternating algorithm, PCA data augmentation (Imtiaz and Shah, 2008), Bayesian PCA (Oba et al., 2003), singular value thresholding (Cai et al., 2010), and augmented Lagrange multiplier (Lin et al., 2010) have been developed to filling in missing values in a structured way, which are briefly reviewed in this poster.

The aforementioned matrix recovery algorithms for filling in missing datapoints, however, are vulnerable to outliers. Not removing the outliers before filling in missing values emphasizes the effect of outliers and degrades the accuracy and reliability of results obtained by subsequent data analytics. These outliers can be detected by using the contribution map for $T^2$ and $Q$ statistics.

To the best of our knowledge, there has been no software that simultaneously detects outliers and fills in missing values in an automated way. In this poster, we introduce an open-source software that automatically detects outliers, fills in missing values, and evaluates each algorithm used for matrix recovery. This poster describes the framework of outlier detection and missing value estimation used in the software, and the demonstration of the software to data collected from a continuous biomanufacturing pilot facility at the Massachusetts Institute of Technology. The data are from the production of a monoclonal antibody produced by Chinese Hamster Ovary cells in a perfusion bioreactor.

To provide a thorough validation of the methods and software, the software is applied to a variety of datasets are varying types and extent of missing data constructed from an initial dataset in which all of the measurements are initially available. The performance of the various methods for filling in missing values are compared using several metrics including the normalized root-mean-squared error, the number of imputed values outside the boundaries, the number of imputed values considered outliers, and the computational time. Fifty simulations on each missing data scenario were conducted to obtain the distribution of these metrics. The matrix completion methods were the most effective except for the censoring case where probabilistic PCA methods were the most effective.
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A mixed-integer approximation is proposed for the nonlinear and nonconvex terms, based on McCormick envelopes and piecewise approximations to ensure simultaneous global training and regularization of deep learning architectures.

Introduction

Deep learning architectures nonlinearily map the input vector to outputs through succeeding layers containing high number of parameters. A typical training problem is given by:

\[
\begin{align*}
\text{Min}_{w_k, b_k} & \quad \sum_{i=1}^{N} \sum_{j=1}^{M} (y_{ij}^* - y_{ij}^{exp})^2 + \gamma \sum_{k} \|w_k\| \\
\text{s.t.} & \quad u_{k+1} = f_k(w_k u_k + b_k), \quad k = 1, ..., K \\
& \quad u_k \text{ is the input vector to the } k^{th} \text{ layer; } u_{k+1} \text{ is the output vector from the } k^{th} \text{ layer; } w_k \text{ and } b_k \text{ are parameters in the } k^{th} \text{ layer; } y^* \text{ is the ultimate output obtained from the last layer; } y^{exp} \text{ is the experimental data; } f_i \text{ is the activation function at the } k^{th} \text{ layer; } \gamma \text{ is tuning parameter for the tradeoff between fitting and regularization.}
\end{align*}
\]

Deep learning architectures suffer from identifiability issues due to over-parameterization or data scarcity. In turn, their test performance might become poor unless traditional training and regularization problem is tailored to deal with nonlinear and nonconvex terms in Eq. 1.

Methodology

Modified mixed-integer training problem is given by:

\[
\begin{align*}
\text{Min}_{w_k, b_k} & \quad \sum_{i=1}^{N} \sum_{j=1}^{M} F_1(y_{ij}^* - y_{ij}^{exp}) \quad \text{ s.t. } u_{k+1} = F_2(w_k u_k + b_k), \quad k = 1, ..., K \\
& \quad \sum_{k=1}^{K} \sum_{i=1}^{K} |w_k| \leq w_d, \quad k = 1, ..., K \\
& \quad |w_k| \geq w_k w_{min}, \quad k = 1, ..., K \\
& \quad \sum_{k=1}^{K} w_k b_k \leq w_k b_d, \quad k = 1, ..., K
\end{align*}
\]

where \(F_1, F_2, F_3\) are mixed-integer approximations based on McCormick envelopes, piecewise linearization () and reformulations to account for matrix multiplication of continuous variables, nonlinear activation functions and absolute value function. Proposed formulations provide a mixed integer linear formulation and deliver significant theoretical advancements. The regularization term appears in the constraints, in contrast to Eq. 1 where a multi-objective optimization is performed, for an explicit formulation. Those additional constraints prune the architecture through binary variables which account for the existence of a particular connection by linking constraints, serving similar purposes to dropout methods. A further weight regularization is performed through defining a minimum weight magnitude, \(w_{min}\), to ensure a significant weight value once the connection exists in the network and constraint summation of weights.

Results

Proposed approach is implemented on actual dataset collected from a refinery, in which data are scarce. Table 1 provides a summary of some statistics on the performance of the proposed method (PM) and compared to traditional regularization method (TM):

<table>
<thead>
<tr>
<th>Criteria</th>
<th>PM</th>
<th>TM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Connection</td>
<td>8</td>
<td>18</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.026</td>
<td>0.47</td>
</tr>
<tr>
<td>(\sum_{k=1}^{K} \sum_{k}</td>
<td>w_k</td>
<td>)</td>
</tr>
</tbody>
</table>

References

INTRODUCTION
As the process being controlled by model predictive control (MPC) becomes more complex, use of deep learning (DL) models has received a lot of interests (Ren et al 2022). It is well known that physics guidance (PG) can improve the generalization ability of a DL model (Karpartne et al 2017). In this work, a physics guided sequence-to-sequence model with memory layer (PG-StS+ML) for high-density polyethylene (HDPE) reactor (Jiang et al 2022) is presented. Consistency of process gains of output sensor variables with respect to manipulated variables in key control loops are guaranteed. Results of MPC using this model are presented.

METHOD
An ASPEN Dynamics™ simulator based on the kinetics of Khare et al 2002 was developed. Grade transitions and steady state productions with varying catalyst activities of a local plant were simulated. There are many sensors variables (SV) and manipulated variables (MVs) in the process. MPC of two key controlled variables, hydrogen to ethylene ratio and pressure, by catalyst and hydrogen feeds as manipulated variables are considered.

The StSML model is illustrated in Figure 1. The encoder uses operation and sensor data in a past window of length W to estimate hidden states. A decoder predicts output in a future horizon, of length H, given a future plan of MVs. Gated recurrent units were used in the encoder and decoder. Daily operations of a local plant in a two-year period were simulated as training, validation, and testing data. Gain consistencies between the four pairs of key MVs and SVs (Table 1) were incorporated as part of the loss function in training. The future operation plan can be optimized in a nonlinear MPC (NMPC) procedure using differential evolution algorithm. The key distinction between our NMPC approach and more traditional MPC is that there is no need of plant tests for model development.

RESULTS
Figure 2 illustrates results of directing a smooth grade transition using our PG-StS+ML NMPC. Results of ASPEN DMCPlus, which is not expected to work because of its linear nature, was incorporated as comparison.

CONCLUSIONS
A novel hybrid model (PG-StS+ML) was proposed for NMPC of a HDPE reactor. This success of the approach offers an alternate approach to nonlinear MPC of complex chemical processes.

Figure 1: Sequence-to-Sequence Model with Memory Layer

<table>
<thead>
<tr>
<th>Table 1: Gain Consistency Table</th>
</tr>
</thead>
<tbody>
<tr>
<td>Catalyst flow</td>
</tr>
<tr>
<td>Hydrogen flow</td>
</tr>
</tbody>
</table>

Figure 2 Grade Transition Control Performances
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FARM: A FAST, ACCURATE, ROBUST FAULT DETECTION AND DIAGNOSIS FRAMEWORK FOR INDUSTRIAL PROCESS MONITORING
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Problem Statement
Modern manufacturing plants and industrial processes are continuously monitored by a large number of sensors. Despite having access to large volumes of historical and online sensor data, industrial practitioners still face challenges in the era of Industry 4.0 in effectively utilizing them to perform online process monitoring and fast fault detection and diagnosis. This is mainly because 1) fault scenarios in most industrial processes are complex and cannot be exhaustively enumerated or predicted, 2) sensor measurements continuously produce massive arrays of high-dimensional big data streams that are often nonparametric and heterogeneous, and 3) there is an intrinsic trade-off between fault detection speed and accuracy of any process monitoring tool.

The FARM Framework
To address these challenges, in this talk, we present a fast, accurate, and robust fault detection and diagnosis framework, which we call FARM, for any general industrial process monitoring task (see Figure 1). FARM is a holistic framework that consists of a nonparametric statistical process control (n-SPC) module for fast fault detection and a modified SVM-based classification module for accurate and reliable fault diagnosis. The n-SPC module can detect any process mean shift or anomaly from heterogeneous high-dimensional sensor data streams as early as possible while maintaining a pre-specified in-control average run length (Jiang, 2023). Inspired by the work of Smith et al. (2022), our modified SVM-based classification module takes the covariance matrices of historical dataset containing different fault scenarios. Each covariance matrix, which corresponds to one of the fault scenarios, is then mapped to its tangent space of the Riemannian manifold. Following this preprocessing step, we use standard SVM with radial basis function (RBF) kernel to learn the mapping between the covariance matrix in the tangent space to its corresponding fault scenario.

Once offline training of FARM is complete, online sensor measurements will continuously be sent to FARM for simultaneous fault detection and diagnosis. First, they are monitored by the n-SPC module to detect any process anomaly in real time. Only if a process anomaly is detected will the online data be sent to the fault diagnosis module for accurate fault classification. Unlike general-purpose process monitoring frameworks, FARM's hierarchical architecture decomposes process monitoring tasks into two subtasks (fault detection and diagnosis), each of which is accomplished by specialized techniques. This allows fast, accurate, and robust fault detection and diagnosis to be simultaneously accomplished by FARM.

Results
We test our FARM framework on the benchmark case study of the Tennessee Eastman Process (Rieth et al., 2017). Our FARM framework achieves outstanding performance in fault detection time and accuracy.
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Introduction

A variety of data-driven fault detection and identification (FDI) methods, especially machine learning (ML) methods, have been investigated and proposed for chemical plants in recent years. Data preprocessing is one of the most important steps in developing accurate machine learning methods. Applying appropriate preprocessing helps to improve the model performance. Signal analysis methods are widely used for data preprocessing in various fields, such as bearing diagnosis, electrocardiogram, and also in chemical engineering fields, for instance, oscillations detection (Bounoua, 2023), and fault detection and diagnosis in batch processes (Liu, 2021). Fourier Transform (FT) and Wavelet Transform (WT) are the most used methods in signal analysis. WT has gained attention because of its performance in nonsteady signal analysis. It transforms the original data into scalogram based on time-shift parameter and scaling parameter of the mother wavelet. This feature causes its capability for non-steady and non-linear data. It suggests that WT can be useful for extracting the feature from chemical process data. It is expected that the new perspectives from time-frequency domain contribute for FDI for chemical process.

This work proposed a novel FDI methods using continuous wavelet transform (CWT) and three-dimensional convolutional neural network (3D-CNN) and evaluated by applying the proposed method to Tennessee Eastman process datasets (TEP).

Proposed Method

Chemical process data was divided by a time-shifting window. Each divided data was transformed into a scalogram by using CWT to highlight a specific feature in the time-frequency domain. This preprocessing step was applied to each process variable, resulting in a 3D input data array consisting of the frequency axis, time axis, and number of process variables. The generated input data was then fed into a 3D-CNN model to obtain outputs representing the classification results of chemical process conditions.

* s193040z@st.go.tuat.ac.jp

Application and Result

The proposed method is applied to the TEP dataset introduced by Rieth in 2017. 22 measuring variables and 11 manipulated variables were selected as explanatory variables for the proposed methods. It consists of 1 normal operating condition and 20 fault conditions.

The result of proposed method were compared to the models with Fast Fourier Transform and Short Term Fourier Transform. The proposed method showed better performance in detecting 15 faults. For example, Fault 5 is one of the TEP faults that previous methods such as Principal Component Analysis could not identify with a high degree of accuracy. However, the proposed method achieved a higher identification rate and the input scalograms showed clear differences between normal operating conditions and Fault 5 conditions. These facts indicate that the proposed method effectively captures time-frequency domain features that are useful for detecting and identifying faults in chemical processes.
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Background

Slurries are solid-liquid mixtures whose behavior during processing depends on properties such as size and concentration of solid particles (slurry density). Monitoring these slurry properties (size and concentration) is relevant in chemical, pharmaceutical, and nuclear waste industries. Slurry concentration and particle size of solids influence the settling behavior and the amount of water required to transfer slurries across tanks. These parameters are of particular interest at Hanford, where a waste treatment plant is being constructed to remediate nuclear waste slurries into glass for long-term disposal.

Multiple sensors could be deployed to obtain slurry properties for process control. However, employing a single process analytical technology (PAT) tool to obtain the required information is a beneficial and cost-effective strategy for any process. Therefore, this work is aimed to demonstrate the feasibility of optical spectroscopy, specifically in-situ Raman, to obtain information about the slurry density and particle size of slurry systems. A knowledge of solid-state properties of nuclear waste slurries in real-time may assist plant operators at Hanford to maintain waste remediation rates.

Results

The Raman intensity of a species dissolved in solution (nitrate anion) was monitored in the presence of solids. The Raman intensity of nitrate decreased as the concentration of solids increased, and the attenuation was observed to be dependent on the particle size of the solids (Fig. 1). This demonstrates that the solid properties of the slurries may be predicted from the solution phase Raman attenuation behavior.

Auto-machine learning algorithms such as Tree-based Pipeline Optimization (TPOT) were employed to model the attenuation behavior and could predict slurry density with an $R^2$ of 0.86 and particle size with an $R^2$ of 0.75. These values are of reasonable accuracy considering the thickness of the slurries (containing up to 35 wt% solids). Although the ability of Raman to quantify solids in such dense slurries has been demonstrated previously, the current study demonstrates that Raman spectroscopy may also be used to determine additional solid properties of slurries using attenuation as an additional feature of the input-space.
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Developing accurate first-principles models for nonlinear dynamic systems can be computationally expensive. Neural network (NN) models are relatively easier to develop but have their disadvantages in accurately representing nonlinear dynamic systems. Moreover, the measurement data available for training the NNs for any chemical engineering process may not necessarily satisfy mass conservation and other physics of the system. If these constraints are not satisfied during machine learning and during simulation (i.e., inverse and forward problems), model predictions can violate the conservation laws and therefore may not be meaningful. This work develops algorithms where mass balance constraints are exactly satisfied during inverse and forward problems, even though the corresponding training data violate the same.

Recent years have seen the development of physics-informed neural networks (PINNs) which aim to impose certain physics constraints by penalizing the objective function of typical NN training algorithms, thus only ‘approximately’ satisfying such constraints (Raissi et al., 2019). But in most chemical engineering applications, it is expected that certain mathematical relationships are exactly satisfied, which cannot be guaranteed by typical PINNs. Moreover, most hybrid approaches focused on exactly conserving mass of a system require rigorous understanding of the process for formulating physics-based differential/algebraic constraints and hence become system-specific. In this work, a novel class of network models is proposed, namely Mass Constrained Neural Networks (MCNNs), that ‘exactly’ satisfies mass balance constraints using only a subset of input and output boundary conditions. The mass conservation laws, expressed as species molar/atom balance equations, are posed as equality constraints in the nonlinear parameter estimation problem, thus providing flexibility to apply this algorithm to model any generic nonlinear chemical system. Efficient training algorithms are developed for solving both inverse and forward problems in presence of noise injected to simulated data for generating steady-state as well as dynamic training data for the MCNNs.

Unlike steady-state, developing a fully data-driven dynamic modeling approach by exactly satisfying mass balance equations can be significantly challenging, since conservation of mass during transience is difficult to check in general due to insufficient information about the holdup of a system. Therefore, in addition to steady-state modeling, efficient parameter estimation algorithms have also been developed for dynamic MCNNs represented by hybrid series/parallel all-nonlinear static-dynamic neural network models (Mukherjee and Bhattacharyya, 2023), which have been shown to perform significantly superior to many state-of-the-art approaches in terms of both computational expense and predictive capability. The proposed structures and algorithms are applied to model various nonlinear dynamic chemical processes. It is observed that the outputs from the MCNN exactly satisfy mass conservation, even though the data used for training the network violates the same. The optimal MCNNs developed in this work have also been shown to accurately capture the system truth, provided the data for model training is sufficiently rich (see Figure 1).
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A REINFORCEMENT LEARNING-FUZZY OPTIMIZED ARTIFICIAL NEURAL NETWORKS FRAMEWORK FOR CONTROL OF NONLINEAR PROCESSES
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Introduction

Many chemical processes exhibit nonlinear behavior over their range of operation. Linear control strategies perform poorly when large changes occur in the operating conditions. We propose the coupling of reinforcement learning (RL) strategies with fuzzy optimized artificial neural networks (FOANNs) to effectively control nonlinear systems. FOANNs have achieved significant improvement in model generalization and function approximation abilities. RL based on the DDPG (Deep Deterministic Policy Gradient) algorithm demonstrates excellent decision-making capabilities. The proposed RL-FOANN method was tested for its control capability on an interacting two-tank liquid level process (Figure 1).

A discretized version of the process model (equations 1 and 2) is used to find the next state according to the current action and the current state.

\[
\frac{dh_1}{dt} = \frac{(q_1 - r_1 \sqrt{h_1} - r_2 \sqrt{h_2} - h_3)}{A_1} \\
\frac{dh_2}{dt} = \frac{(q_2 - r_2 \sqrt{h_2} + r_1 \sqrt{h_1} - h_3)}{A_2}
\]

Results and Discussion

Parameters $A_1$, $A_2$, $r_1$, $r_2$ and $r_3$ are set equal to 1. Flow $q_2$ is kept at 0 initially. The set point for $h_1$ is 10. Figure 2 shows the liquid level trajectory starting from initial value of $h_1 = 1$ and $h_2 = 0$. Starting from the previous steady state, a disturbance is introduced into the second tank by changing $q_2$ from 0 to 2. The results shown in Figure 3 illustrates the ability of the control strategy to effectively reject the disturbance.

Mean Square Error in the controlled variable under Deep Q-network (DQN)-RL control, PID control and RL-FOANN compared in Figure 4 shows that RL-FOANN performs better than DQN-RL & PID.
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A NOVEL FRAMEWORK TO DETERMINE COMPLEX PROCESS FEASIBILITY
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Feasibility analysis can be exploited to identify the subset of combinations of uncertain input parameters that satisfy all the process and quality constraints, i.e., the design space (DS) of the process. In the presence of disjoint feasibility regions and for computationally expensive non-convex problems, the use of surrogate-based approaches has been successfully adopted to properly predict the boundaries of the process feasibility space (Wang and Ierapetritou, 2017). It is worth noticing that the choice and prediction accuracy of a suitable surrogate model strongly depends on the specific process of interest, and on the dataset that is available for training. In this context, we aim at investigating how to correctly identify the process feasibility space relying on the available dataset, and determining the minimum number of sampling points that are necessary to uncover the complexity of the original feasibility function. The aim is to compare the performance of different candidate surrogates, while uncovering the complexity of the process feasibility space based on the inclusion of additional sample points up to the attainment of a pre-set level of prediction accuracy.

Methodology and Results

We propose a novel framework to acquire information on the complexity of the feasible space and accurately predict the feasibility boundaries with the minimum number of training data. First, we couple Topological Data Analysis (TDA) (Smith and Zavala, 2021) and data interrogation (Sun and Braatz, 2021) to reconstruct the dataset complexity and restrict the number of candidate surrogate models to the most promising ones that can be further trained. Then, we compute the Bayesian information criterion (BIC) to evaluate quality of fitting and predictive performance of the different models. If none of the trained surrogates guarantees the preset level of accuracy (i.e., stop criterion), new sampling points are needed. The implementation of an adaptive algorithm locates additional points along the boundaries of the feasible region, which are included in the training dataset. The procedure is repeated until the stopping condition is achieved based on the preset level of accuracy. The methodology is tested on pharmaceutical case studies and numerical problems with complex feasible regions, such as the Gomez function (Sasena et al., 2002). Although the initial number of points and sampling technique affect the reconstruction of the problem complexity, the inclusion of adaptive points promotes a fast identification of all disjointed feasibility regions and significant accuracy improvement. Figure 1 shows the surrogate-based feasibility approximation of the Gomez function with 98% accuracy, that is attained after the addition of 154 adaptive points to the initial training dataset (25 Sobol’s samples). The workflow can be efficiently utilized for higher-dimensional case studies; thus, it can be implemented for real manufacturing processes, where the accurate description of the DS is central for process development.

![Figure 1. Gomez case study: surrogate-based feasibility approximation after 154 adaptive samples.](image)
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Decarbonization of the oil refining industry is crucial for reducing carbon emissions and mitigating climate change. Co-processing biomass at existing oil refineries offers a promising strategy for achieving this goal. (Su, Jianping, et al, 2022) However, accurately quantifying the renewable carbon content of co-processed fuels remains challenging due to the complex processes involved, with current methods relying on expensive offline $^{14}$C measurements at specialized labs. This study proposes a novel data-driven approach utilizing machine learning and high-quality, large-scale commercial data to develop soft sensors for estimating real-time renewable carbon. The method employs interpretable deep neural networks for input selection, robust linear regression, and bootstrapping techniques for renewable content estimation. Four previous $^{14}$C measurements during co-processing at the fluid catalytic cracker demonstrate the feasibility of the proposed method. This method allows the industry and policymakers to quantify renewable carbon content, generate credits, and accelerate the transition to a more sustainable energy system.

**Methods**

Co-processing is a promising method that involves the simultaneous treatment of biomass and petroleum-based feedstocks in a refinery, as shown in Figure 1. This process enables the production of biofuels and other value-added products by subjecting biomass and petroleum-based feedstocks to refining processes like hydrotreating and catalytic cracking. Co-processing offers numerous advantages such as reducing dependence on oil, lowering carbon emissions, promoting sustainable development in agriculture and forestry, and diversifying energy sources.

![Figure 1. A diagram of co-processing](image)

**Results**

Figure 3 displays the predicted $^{14}$C values and their corresponding 90% confidence interval with bootstrapping and robust linear regression. The industrial partner conducted four $^{14}$C experiments with co-processing ratios and $^{14}$C of 10.75% and 6.30%, 12.24% and 7.30%, 12.32% and 7.80%, and 12.22% and 7.40%, respectively. We compared these experimental results with our AI model’s renewable content predictions and the results are presented in Table 1.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>$^{14}$C ratio</th>
<th>$^{14}$C (mean)</th>
<th>$^{14}$C (lower)</th>
<th>$^{14}$C (upper)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample 1 0100</td>
<td>10.75%</td>
<td>6.30%</td>
<td>10.75%</td>
<td>6.71%</td>
</tr>
<tr>
<td>Sample 2 1400</td>
<td>12.24%</td>
<td>7.30%</td>
<td>12.24%</td>
<td>7.78%</td>
</tr>
<tr>
<td>Sample 3 0100</td>
<td>12.32%</td>
<td>7.80%</td>
<td>12.32%</td>
<td>7.99%</td>
</tr>
<tr>
<td>Sample 4 1400</td>
<td>12.22%</td>
<td>7.80%</td>
<td>12.22%</td>
<td>7.72%</td>
</tr>
</tbody>
</table>
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Objectives & Relevance
Thermoelectric (TE) materials convert thermal energy into electricity and show promise for niche applications. A transition from traditional Edisonian optimization methods to data-driven frameworks is necessary for the efficient discovery of high-performance TE materials. Failure to utilize computational frameworks for systematically optimizing the manufacturing process can lead to inefficient resource utilization and cannot guarantee success. This work demonstrates the use of existing computational frameworks for the effective optimization of modern manufacturing processes.

Background & Relevant Prior Contributions
TE materials improve energy efficiency and reduce emissions by converting waste heat into electricity. The performance of TE materials depends on the dimensionless figure of merit (zT) (Jeffrey, and Toberer, 2008). Sintering is a crucial step in the TE manufacturing process, transforming TE particles into dense materials. Two such methods are flash sintering, which utilizes intense pulsed light, and plasma sintering, which relies on electrically generated plasma. These methods enable the sintering of TE materials under controlled conditions, optimizing their properties without damaging the substrate. When optimizing the sintering process of TE materials, experimentalists often employ a trial-and-error approach, known as Edisonian search, to enumerate various possible experiments. However, this methodology becomes impractical when dealing with complex, high-dimensional problems due to the vast number of potential experiments, e.g., $O(10^5)$, and the associated economic and labor costs. (Wang and Dowling, 2022)

To address this challenge, adaptive sampling strategies, such as Bayesian optimization (BO) and model-based design of experiments (MBDoE), have been proposed for optimizing manufacturing processes in the field of thermoelectric materials.

Review of Main Results: Bayesian optimization
Bayesian optimization (BO) operates under the assumption that the relationships between manufacturing process parameters and desired material properties are black-box functions. BO employs a stochastic surrogate model, such as Gaussian process regression (GPR), to approximate these black-box functions, enabling the construction of an inexpensive acquisition function that recommends the next experiments to be conducted. Within the BO process, the acquisition function balances the tradeoff between exploration (sampling where uncertainty is high) and exploitation (sampling where the objective mean is high) to optimize the objective function. In this study, we demonstrate the use of GPR to model the black-box relationship between flash sintering manufacturing parameters and power factor. Subsequently, we implement BO for adaptive experimental design in flash sintering, achieving state-of-the-art thermoelectric material performance in just 40 experiments. (Mortaza et al., 2022)
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Introduction
Recently large scale language model (LLM), Chat Generative Predictive Transformer (ChatGPT) has received a lot of interests because of its artificial generative intelligence (AGI) properties (Bubeck et al. 2023). In this work we explored potential of transforming GPT-3.5 into a computer aided molecular design (CAMD) tool with a toy problem of finding a molecule with specific value of solubility parameter (desirable property) with boiling points provided as auxiliary molecular information.

Method
We ask ChatGPT how to do molecule design with the following prompt and answer (Figure 1).

Figure 1 Asking ChatGPT to do molecular design

Let NA be the number of SMILES structure with auxiliary properties we provide, NT be the number SMILES structure with target property we provide. Valid SMILES (NV) are the numbers of valid molecular structures, and good SMILES (NG) are the number of SMILES generated with desired properties within 5% of target. Random search from a database of more than 10000 compounds with known boiling point and solubility parameters curated from ASPEN Plus was used as a benchmark. In case that a SMILE structure that is not found in the original database was generated, a deep learning surrogate model developed using the database was used to predict the solubility parameter (Huang et al. 2022). Each experimental setting was repeated 10 times and 2-sample t-tests were used to determine the superiority of the model in the row to that in the column of Table 1.

Results
Figure 2 shows the change in valid SMILES as NA increases. Obviously providing enough quantitative structure information of an easily available molecular properties increase the efficacy of the generative model.

Table 1 Good SMILES with various NT (N=1000)

<table>
<thead>
<tr>
<th>Solubility Parameter</th>
<th>NG</th>
<th>Random</th>
<th>NT=0, NA=1000</th>
<th>NT=10, NA=1000</th>
<th>NT=0, NA=500</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solubility Parameter</td>
<td>23100</td>
<td>7.2 ± 2.4</td>
<td>9.6 ± 2.1</td>
<td>9.9 ± 2.5</td>
<td>7.9 ± 3.5</td>
</tr>
<tr>
<td></td>
<td>13100</td>
<td>3.4 ± 1.4</td>
<td>2.6 ± 1.7</td>
<td>1.9 ± 0.9</td>
<td></td>
</tr>
</tbody>
</table>

Conclusions
The results showed that AGI LLM like CHATGPT can be fine-tuned into an adequate CAMD expert system with minimal coding. However, the true potential of this approach needs to be explored in depth.
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Machine-learning-powered molecular design: optimal solvents for hybrid extraction-distillation
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Computer-aided molecular and process design (CAMPD) simultaneously optimizes molecules and processes, relying on accurate molecular property predictions. Group contribution (GC) and quantum mechanics-based (QM) methods have traditionally been used (Papadopoulos 2018), but machine learning (ML)-based frameworks have recently demonstrated higher accuracy and efficiency due to their ability to capture complex relationships. A natural language model has been shown to outperform GC and QM methods in calculating activity coefficients for various molecules (Winter 2022).

The full potential of incorporating ML-based property prediction into the CAMPD framework remains unexploited. The accuracy and speed of property predictions make this approach promising for exploring a larger design space in an efficient manner. In this work, we combine ML-based property prediction and genetic algorithm-based (GA) molecule design with pinch-based process models to optimize solvent molecules for extraction-distillation.

The present investigation focuses on the hybrid extraction–distillation process for the separation of γ-valerolactone (GVL) from aqueous solutions. GVL is a promising bio-based platform chemical. However, its separation is challenging. Our aim is therefore to reduce the energy demand for separation. While the conventional process involves only distillation, the inclusion of an extraction unit is expected to lower the overall energy consumption and production costs (Scheffczyk 2018). The liquid-liquid equilibrium between water and a suitable solvent is exploited in the extraction unit, which necessitates careful consideration of the solvent design.

Method and results

To include an extraction step in a process, a suitable solvent must be identified, which requires precise methods to calculate its thermodynamic properties. The SMILES-to-Properties Transformer (SPT) machine learning model, is a natural language processing model and takes SMILES code as input to predict molecular properties. SPT is originally trained to estimate activity coefficients (Winter 2022). Here, we further trained SPT to estimate properties relevant to extraction processes, such as melting and boiling temperatures. The thermodynamic properties can either be used directly as heuristic objectives for solvent design by the GA or serve as input for the process model to calculate a process-level objective function, such as the energy demand for the entire hybrid extraction-distillation process. The GA iteratively ranks and refines the solvent design according to the objective function.

In this abstract, we only report the solvent design based on the minimum energy demand of the entire process, which is driven by the heat required in the reboiler of the distillation column. By generating solvents composed of only carbon, oxygen, and hydrogen atoms, the best separation performances, according to the minimum energy demand, have been achieved with isobutyric acid ($Q_{\text{min}} = 3.814 \text{MJ/kmol}_{\text{feed}}$) at a GA runtime of 8h. When comparing isobutyric acid to the best-performing molecule of Scheffczyk et al. (2018), divinyl ether, it was found that using isobutyric acid resulted in a 14.8% reduction in the minimum energy required for the hybrid extraction-distillation process.

Conclusion

In summary, we introduce a machine-learning-powered framework for the solvent design of the separation of a GVL from water. This design framework allows us to screen rapidly and accurately a vast number of solvents for which the thermodynamic properties are not experimentally available. This framework can be expanded to include conceptual design, enabling the integrated computer-aided molecular and process design (CAMPD).
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Mixed-integer model predictive control (MPC) allows for discrete variables to be optimized with continuous-valued control decisions in a feedback control law. The presence of discrete decisions, which are a common feature in industrial processes, renders the optimization problem challenging to solve in a time scale relevant to control. A potential solution to this issue is the use of surrogate models which have been studied for problems in modeling, feasibility analysis, and optimization due to their ability to exploit the black-box nature and the computational simplicity (Bhosekar and Ierapetritou, 2018). Two widely used approaches for surrogate modeling in optimization exist: model order reduction and data-driven modeling (Biegler et al., 2014). The former aims to acquire a lower dimensional system that has similar response characteristics to the original system. The latter relies on data without the requirement of explicit formations of an existing model. Recent advances in machine learning have made these approaches more popular, particularly for reducing system complexity and creating mathematical models based on data generated from simulation optimization or “black box” models (Cozad et al., 2014).

In this work, we present an approach to determine integer control decisions a priori to solving the MPC problem using data-driven machine learning classifier algorithms. Our previous work (Dai et al., 2023) considered control of numbered-up modular systems with fixed configurations, and which demonstrated that operational conditions could affect selection of the optimal configuration of modules. Using the same benchmark modular three reactor system, here we collect data on which modular configuration achieves the best control performance for various initial conditions of states, values of disturbances and set points of process outputs. Data are obtained by solving the optimal control problem offline for all possible configurations under the following workflow: first, values of set points, disturbances, and initial conditions are chosen from a space-filling sampling of the parameter space. Next, additional data points are generated using a moving horizon simulation to update initial conditions, as would be done in practical implementation of the MPC. Once the data are collected, various classifier models are trained which fall within three major types: support vector machines (SVM), decision trees, and k-nearest neighbors (KNN). These provide mathematical guidelines for reconfiguration to help the online MPC quickly make decisions on dynamically selecting the optimal configuration. Principal component analysis (PCA) is also implemented to identify the parameters that have the largest effect on the configuration decision making. By fine-tuning machine learning classifiers with linear PCA in order to determine the best module configuration offline, we develop an online configuration switching approach determined by the dynamic system condition in the MPC of numbered-up modular facilities.

Results demonstrate that KNN classifier has the greatest accuracy on predicting the optimal configurations compared to the other two methods. Encouragingly, even when the classifier predicts the incorrect configuration, many of the wrong predictions match the second-best configuration of the corresponding initial conditions, particularly when the best and the second-best configurations have extremely similar performance index. Based on that, we built a metric to demonstrate how similar the performance of the predicted configuration is to that of the target configuration. KNN classifier still has the highest score, while the other two methods perform better than only counting prediction accuracy.

This work was supported in part by the U.S. Department of Energy, Office of Science, USA, Biological and Environmental Research (BER), USA under Award # AWD018868, which is gratefully acknowledged.
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INDUSTRIAL PROCESS MONITORING USING DEEP LEARNING BASED PROCESS ANALYTICS AND FEATURE EXTRACTION
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Practical process operation is highly affected by environmental factors and equipment conditions, making it not exactly consistent with the mechanism model. Process modeling and monitoring can be employed to extract process information from historical operation data to compensate for the limitations of the mechanism model, and at the meantime identify the process operation status. In recent years, deep learning models have been widely applied in state-of-the-art process monitoring methods because of their powerful information processing capability aided by connections among neurons. Theoretically, the feature extraction performance of deep learning models can be improved with increasing numbers of neurons in the hidden layers, but it also brings to higher requirements on the amount of training data, which may not be satisfied, coupled with poor interpretability of the black-box models, making them not trustable enough for industrial community. In terms of the above issues, extensive researches have been conducted to improve the feature extraction performance and the generalization ability of the deep learning models. Generally, it can be achieved through modifying the structure of the models or applying regularization to the latent space. For example, a series of recurrent neural networks (Cheng, et al., 2019) and convolutional neural networks (Ma, et al., 2022) have been proposed to extract temporal characteristics and spatial characteristics of data to improve process monitoring performance. On the other hand, massive process monitoring methods based on graph neural networks (Xiao, et al., 2023) and variational autoencoder (Lee, et al., 2019) are also proposed to improve the generalization ability of the model by regularizing the latent feature space. Generally speaking, the deep learning models are modified according to process information and data characteristics of industrial processes. Actually, there are still various complex features in industrial operation data that have not been fully considered, which provides a great potential for research on deep learning based process monitoring. This work presents several newly developed deep learning models, which have been applied to monitor different chemical industrial processes. A three-dimensional convolutional neural network is proposed to extract the spatial characteristics resulted from the spatial arrangement of chemical instrument. Then a difference-embedded recurrent neural network is proposed to extract the short-term nonstationary characteristics of data by embedding difference layers to the latent space. Moreover, a contrastive loss is proposed in the Siamese network to perform the latent space regularization, by which both the local correlation among training samples at different time stamp and the process information contained in historical fault samples can be effectively extracted. Above methods have been verified through several industrial case studies.
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Nonlinear model calibration is essential in many facets of engineering including reaction kinetics, additive manufacturing, and pharmaceutics. However, standard derivative-based optimization methods are intractable for computationally expensive models, such as molecular simulations, because they require too many function evaluations. In this case, Gaussian process regression can be used with Bayesian optimization (GPBO) to estimate model parameters rapidly.  

Prior work suggests that a GP which directly emulates the results of a simulation will yield higher accuracy results than a GP which trains on an error metric between the experimental results and model predictions (Befort et al., 2022; Madin & Shirts, 2022).  

Method and Demonstration  
In this work, we demonstrate and compare the use of five formulations of GPBO for parameter estimation and compare their accuracy to a traditional least-squares approach. As an example, we regress parameters \( \theta \) from data generated via Equation 1:

\[
y_i = \theta_1 x_i + \theta_2 x_i^2 + x_i^3 + \epsilon_i, \quad \epsilon_i \sim \mathcal{N}(0, 0.01)
\]  

Given Equation 1, we then seek to solve Equation 2

\[
\min_{\theta \in \Theta} \sum_{i=1}^{N} (f(\theta, x_i) - y_i)^2 
\]  

where \( y_i \sim f(\theta, x_i) \) for sample \( i \in [1, \ldots N] \).

The first two methods use a GP to model either the error (1A) or the logarithmic error (1B) between the simulation and experimental results. The last three methods use a GP to emulate the model using an independence approximation (2A), an independence approximation and logarithmic scaling (2B), or a sparse grid (2C) approximation for the expected improvement (EI) acquisition function used by BO.  

Results  
Our results, indicated in Table 1, show that emulator-based (type 2) GPBO methods can potentially converge 10x faster than standard (type 1) GPBO methods. Additionally, type 2 methods provide greater insight into function behavior without sacrificing accuracy or reproducibility.  

Table 1. Abbreviated Results of This Work

<table>
<thead>
<tr>
<th>Method</th>
<th>Evaluations (Best - Left)</th>
<th>Error (L2 Norm)</th>
<th>Median Error (L2 Norm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1A</td>
<td>45</td>
<td>6.77 x 10^3</td>
<td>1.03</td>
</tr>
<tr>
<td>1B</td>
<td>100</td>
<td>6.74 x 10^3</td>
<td>8.51 x 10^3</td>
</tr>
<tr>
<td>2A</td>
<td>7</td>
<td>5.48 x 10^3</td>
<td>9.85 x 10^3</td>
</tr>
<tr>
<td>2B</td>
<td>6</td>
<td>5.52 x 10^3</td>
<td>7.44 x 10^3</td>
</tr>
<tr>
<td>2C</td>
<td>6</td>
<td>5.00 x 10^3</td>
<td>1.55 x 10^1</td>
</tr>
</tbody>
</table>

Conclusions and Outlook  
High global warming potential hydrofluorocarbons (HFCs) must be phased out of use and replaced, but a lack of data on HFCs limits separation process design (Raabe, 2019). Molecular modeling force fields (FF) can generate missing HFC data, however, these models require accurately tuned parameters to generate useful predictions. Therefore, future work will examine applying method 2C to this challenging problem.  
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Scripting languages are often used by researchers to develop new monitoring algorithms. When applying these algorithms to industry, the algorithms need to be wrapped or rewritten using a compiled language. Deploying the new monitoring algorithm as a microservice and then communicating with a cluster of microservices written in other languages allows the new monitoring algorithm to be quickly applied to the industry.

DCS systems are commonly used in the chemical industry, and the large amount of historical data as well as the real-time data from DCS provides a good data base for data-driven process monitoring algorithms (Ji and Sun, 2022). Researchers often use scripting languages for algorithm development. Scripting languages do not need to be compiled, which allows algorithms to be iterated quickly. Newly developed algorithms need to be packaged into a complete system before they can be made available to users. Compiled languages such as Java, C#, and C++ are usually used for monitoring system development. The inconsistency of the language used in algorithm development and system development adds barriers to the process of applying new algorithms to industry.

When deployed using a microservice architecture, as opposed to a monolithic architecture, the microservices are independent of each other and can also be written in different languages (De Lauretis, 2019). In this work, a multi-language microservice monitoring framework is proposed, where algorithms written in Python language are wrapped as a microservice running independently. The input and storage of data are provided by other microservices.

System framework

The proposed framework is shown in Figure 1, and it could be divided into three layers. The View layer provides an interface for user interaction, including front-end interfaces such as Web pages and mobile apps. The microservices layer consists of business logic and core monitoring algorithms. Each individual functional module runs as a standalone microservice. Microservices can communicate with each other. The data source layer is an abstraction of the data sources in the factory. Data from different data sources are pre-processed and then sent to the Data Service microservice for processing in a unified way.

Based on the proposed monitoring framework, an intelligent coal chemical monitoring system is developed. All the algorithm parts are written in Python and run as independent microservices. Other parts of the system such as Gateways, Data Services and other microservices are still written in Java. The proposed framework avoids the problem of rewriting algorithms using compiled languages and accelerates the application of new monitoring algorithms in industry.

Figure 1. Monitoring Framework
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In process systems engineering, it is becoming commonplace to utilize Kennedy & O’Hagan (KOH) hybrid models (Kennedy and O’Hagan, 2001) to minimize data collection and expedite decision-making. However, recovering the actual values of the model parameters is not guaranteed as the KOH model is generally unidentifiable. In this work, we present best practices for deploying KOH models in an engineering setting. Utilizing an illustrative isotherm model, we demonstrate identifiability with the traditional Bayesian hierarchical approach, frequentist maximum likelihood estimation (MLE), and frequentist sequential inference. We posit that well-defined Bayesian and frequentist sequential approaches are best suited for parameter estimation and reserve uninformative simultaneous approaches for prediction near the test data.

Background
In their seminal work, statisticians Kennedy and O’Hagan developed a framework for Bayesian calibration of computer models (Kennedy and O’Hagan, 2001). In the KOH model, an output $y$ from the physical system $\zeta(x)$ is observed with measurement error $\varepsilon \sim \mathcal{N}(0, \sigma_z^2)$ for $N$ independent experimental controls $x_n \in \mathbb{R}^D, n=1,...,N$. The physical reality $\zeta(x)$ is approximated by a first-principles model $\eta(x, \theta)$ where $\theta \in \mathbb{R}^D$ is a vector of parameters. When $\eta(\cdot, \cdot)$ is misspecified in functional form, a model discrepancy function $\delta(\cdot)$ quantifies bias between the model and the data. That is,

$$ y = \zeta(x) + \varepsilon = \eta(x, \theta) + \delta(x) + \varepsilon. \quad (1) $$

The modeler assumes $\delta(\cdot)$ follows a Gaussian process (GP) denoted $\delta(x) \sim \mathcal{GP}(m(x), \sigma^2 K(x, x'; \phi))$. Briefly, a GP is characterized by a mean function $m(x)$ and covariance function $\sigma^2 K(x, x'; \phi)$ where $\phi$ are hyperparameters of the correlation function $K(\cdot, \cdot)$ and $\sigma^2$ is the process variance. The goal of calibration is to find a set of model parameters $\omega = [\theta, \sigma^2, \phi, \sigma_z^2]$ that best reproduce the reality of the experimental data $y$.

Although model calibration is typically employed to improve the predictive performance of models, estimating the physically meaningful parameters may also have an intrinsic scientific value. In statistics, a model is said to be identifiable if realizing the actual values of its parameters is theoretically possible after obtaining infinitely many observations. Although technically well-defined with informative priors (Higdon et al., 2005), Eq. (1) is generally unidentifiable. Consider two different values $\theta_1$ and $\theta_2$ for $\theta$ and write $\delta_1(x) = \zeta(x) - \eta(x, \theta_1)$ and $\delta_2(x) = \zeta(x) - \eta(x, \theta_2)$. Both sets $(\theta_1, \delta_1)$ and $(\theta_2, \delta_2)$ yield the same distribution for $\zeta(x)$ and are thus generally impossible to infer uniquely (Wong, Storlie, and Lee, 2017).

Results

![Figure 1. Multiple maxima of log-likelihood as a function of the discrepancy length scale and variance show identifiability challenge for frequentist MLE.](image)
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Coronary heart disease (CHD) continues to be the top cause of death worldwide despite notable advancements in disease diagnosis and treatment. The pursuit of omics studies to develop alternative/orthogonal biomarkers as well as to uncover unique insights into disease mechanisms is necessary due to the numerous practical hurdles currently present in clinical settings. The omics beyond the core dogma (OBCD; for example, metabolomics, lipidomics, glycomics, and metallomics) have obvious contributions and potential in CHD research, while being relatively young in comparison to the omics frontrunners (genomics, transcriptomics, and proteomics). With an emphasis on the more active domains of metabolomics and lipidomics, we characterized the global trends in publication/citation outputs, collaborations, and research hotspots regarding OBCD-CHD in this bibliometric analysis. There were insufficient publication records on the applications of metallomics and glycomics. Thus, we examined and supported their potential in CHD research, reviewed their applicability in general health/disease research, and recommended significant/promising study directions.

Results and discussion

Here, a bibliometrics technique has been used to analyze the trends in OBCD applications in CHD research, and a qualitative literature analysis has added additional viewpoints. Characterizing their global trends is extremely relevant for growing and fast increasing omics domains including metabolomics, lipidomics, glycomics, and metallomics. Thus, this work serves as an exhaustive review for omics and CHD researchers, both established and new, to have a deeper grasp of the current situation and determine appropriate future research approaches.

The results suggest that interest in metabolomics and lipidomics is growing, but also that there are many research gaps that merit investigation and the formation of new study topics. Nutrition is a heavily impacted issue with a high frequency of citations in CHD-OBCD publications, with a current emphasis on the Mediterranean diet for the prevention of CVD and on gut microbiota. The transition from a reductionist (single-omics) to a global (multi-omics) approach is further highlighted by analysis of the research hotspots. Narrow discipline competence may no longer be sufficient to address such research difficulties as a result of this shift. Multidisciplinary partnerships and interdisciplinary education may become even more important. This is relevant not only to the generation of high-quality research data for the research team's exclusive use, but it will also be crucial for various groups to promote proactive and open data exchange between omics domains. While rarely used in CHD research, glycomics and metallomics have a lot of potential as shown by their applicability to other diseases and fields of study. The application of these omics methods should no longer be constrained by existing analytical platforms and procedures, and they should be incorporated into the broader multi-omics agenda.

Conclusion

This work demonstrates the use of a software tool to give a first and complete image of OBCD applications in CHD by summarizing information gathered both numerically and qualitatively, helping the establishment of future research directions.
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High-throughput experimentation (HTE) has become a powerful tool for driving discovery in research domains that span large parameter spaces. These platforms permit experiments to be automated and run in parallel, decreasing costs and experiment wall-clock time. However, due to the large number of variables involved, determining the optimal conditions at which to perform experiments is often an infeasible task for a human. As a result, many HTE labs rely on screening, a process where experiments are performed at points along a grid of the parameter space to identify potential candidate solutions. While this approach has proven useful, coupling HTE with an effective design of experiments (DoE) strategy can greatly augment the capabilities of these platforms by reducing the time and materials required for discovery.

Bayesian optimization (BO) has proven to be an effective and sample-efficient machine learning (ML) algorithm (Snoek et al., 2015). Unfortunately, the sequential nature of BO makes it incompatible with DoE on HTE platforms. Ad-hoc modifications to the BO algorithm that would give it parallelization capabilities have been developed and demonstrated to provide better performance than sequential BO (Young et al., 2020). However, these approaches are limited in the degree of parallelization they can achieve and can increase the complexity of the algorithm.

In this work, we develop a set of methods to parallelize the BO algorithm and exploit HTE platforms. These strategies are centered around modifications to the optimization of the acquisition function (AF), the decision-making mechanism for BO. Our proposed paradigms, shown in Figure 1, focus on new and effective ways for partitioning the parameter space, allowing the AF to select multiple sampling points in tandem. We then assign a module to explore and optimize a specified objective in each partition. By processing the data collected into a central model that is shared with each module, we capture global rather than local trends which further improves the optimization routine. The methods we propose are scalable to any desired number of experiments, fully parallel, and designed to prevent redundant sampling.

![Figure 1. BO parallelization via level-set (left) and variable (right) partitioning.](image)

We apply our approaches to the case study of a chemical reactor network where the aim is to select the temperature of each reactor that will minimize the yearly operating cost of the system. In addition to sequential BO, we also compare the performance of our parallel BO algorithm with existing parallelization techniques found in the literature such as Hyperspace (Young et al., 2018), NxMC (Snoek et al., 2012), and AF optimization over a set of exploratory parameters (Hutter et al., 2012).
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Overview

On-line infrared absorbance spectrometers enable rapid measurement of solution-phase molecular species. Many spectra-to-concentration models exist for spectral data, with some models able to handle overlapping spectral bands and nonlinearities. However, every model's accuracy is limited by the quality of training data used in model fitting. The process spectra (spectra taken in-line) of nuclear waste simulants at the Savannah River Site display incongruity from training spectra: the glycolate spectral signature in the training data does not match the glycolate signature in Savannah River National Laboratory process data. A novel blind source separation (BSS) algorithm is proposed that preprocesses spectral data so that process spectra more closely resemble training spectra, thereby improving model quantification accuracy when unexpected sources of variation appear in process spectra. The novel blind source separation preprocessing algorithm is shown to improve nitrate quantification from an $R^2$ of 0.934 to 0.988 and from 0.267 to 0.978 in two instances analyzing nuclear waste simulants from the Slurry Receipt Adjustment Tank and Slurry Mix Evaporator cycle at the Savannah River Site.

Results

Based on prior work done by Kocevska et al., spectra are preprocessed using BSS and then quantified using partial least squares regression. In Figure 1a, the present source removal technique is shown to remove the contributions of glycolate (spectral signature at 1080 cm$^{-1}$ and 1440 cm$^{-1}$). Figure 1b highlights model improvement, where prediction accuracy is improved with BSS preprocessing.

While the present BSS algorithm improves quantification, its utility as a process analysis tool extends beyond quantification accuracy improvements. In the present application, the detected change in glycolate peak signature prompted an investigation into solution chemistry, where pH was determined to be an unaccounted source of variation. Real-time implementation of the BSS algorithm is additionally studied in this work.

Figure 1. (a) Overlay of spectra before and after BSS-preprocessing; (b) parity plot comparing the concentration predictions for spectra with no preprocessing (blue) and BSS-preprocessed spectra (red).
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Planning and scheduling are two distinct, yet interconnected elements in supply chain management and enterprise-wide optimization. The former evaluates market factors (i.e., product demands) to establish production goals, while the latter defines how tasks will be sequenced and which units will be responsible for completing them to achieve the production targets. The interlink between these different layers of the supply chain can be mathematically realized with bilevel multi-follower optimization (Eq.1), where one optimization problem (leader-planning) is bounded by other optimization problems (followers-scheduling). This formulation, however, introduces significant algorithmic challenges, including NP-hardness, nonconvexity, and discontinuity. While certain challenges can be overcome for general bi-level formulations (i.e., reducing the original formulation to a single-level problem using KKT conditions), this is not possible for integrated planning and scheduling because mixed-integer scheduling formulations are restrictive. Hence, an algorithmic strategy that can handle these challenges while guaranteeing feasibility is necessary.

\[
\begin{align*}
\min & \quad \text{Total cost of planning} \\
\text{s.t.} & \quad \text{Inventory and Balance equations} \\
\min & \quad \text{Production Cost for Each Planning Period} \\
\text{s.t.} & \quad \text{Scheduling Constraints}
\end{align*}
\]

We tackle the mathematical difficulties of planning problems constrained with mixed-integer nonlinear (MINLP) scheduling levels using data-driven optimization. We specifically use the DOMINO framework that performs a Design of Experiments-based sampling procedure to determine production targets at the planning level and then solves the scheduling level for global optimality at those targets across the full planning period (Beykal et al., 2020). The optimization is then carried out by feeding the input samples into preexisting subroutines and using the output optimality information to identify promising regions.

In this work, the DOMINO framework is applied for the solution of an MINLP crude oil operation case study (Jia et al., 2003), which covers unloading, transfers, and charging of oil mixes to crude-oil distillation units (CDUs) and is subject to nonlinear component balances and constraints. We use a 15-day planning period for the demand of 2 oil mixes from 2 charging tanks. The results for the second oil mix are provided in Figure 1, where product demands are satisfied for the entire planning period with scheduling levels solved to global optimality. This work represents how DOMINO can be effective in solving these types of problems. This research is supported by the NIEHS Superfund Research Program P42 ES027704.

![Oil Mix 2](image)

Figure 1. Demand, production, and inventory profiles of oil mix 2 for a 15-day planning period.
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System identification from process data is a critical task in process control, where accurate models of the underlying process are necessary for effective control and optimization. While conventional step testing based identification of system models is widely used, it is time-consuming and requires significant effort, making it impractical for control applications requiring periodic model updates. Therefore, automation of this task using data mining techniques can provide significant benefits in terms of maintaining the application performance.

In this work, we discuss the application of automated data mining techniques for system identification in process modeling and control. The work involves the development of algorithms that can pre-process industrial real-time data using machine learning and statistical methods to automatically identify information-rich regions where sufficient excitation is available to identify the underlying process dynamics for SISO, MISO, MIMO systems, or steady-state models.

Operating data can often be rich in information and this can be exploited for modeling purposes. The automation of system identification and information-rich region identification can significantly reduce the time required to develop or maintain process models used in Model Predictive Controllers (MPC), re-tune PID controllers, and inferential modeling. Additionally, the work has the potential to improve the accuracy of process models leading to enhanced process efficiency, reduced energy consumption, and improved product quality.

Motivation

Model-based control applications are widely deployed in industry. These appear in the form of model predictive controllers (MPC) to handle complex multivariable processes or in simpler forms such as PID control where a model is used to determine the ideal tuning parameters. Even inferentials or soft sensors are essentially a type of model used to estimate infrequently measured process variables of importance.

For example, at Saudi Aramco alone there are 100s of MPCs and inferentials and well over 10,000 PID controllers (Patwardhan et al. 2019). Maintaining such a large number of applications requires automated tools to monitor, diagnose and improve the closed loop performance periodically (Forbes et al. 2015). The most time-consuming step in any modeling effort is the data preprocessing step which can easily consuming more than 50% of the total effort. Data preprocessing involves bad data removal and replacement, outlier treatment, identification of appropriate time ranges and variables. Most MPC and PID tuning software will depend on experienced engineers to carry out this task manually.

Results & Discussion

The proposed techniques are applied on both SISO and multivariable use cases. The SISO application for identifying information rich windows in historical data and then estimating new models and tuning parameters from this data.

The multivariable applications focus on identifying rich data sets for estimating MISO or MIMO models. Examples of re-identifying MPC models and inferentials are shared.
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The combined energy consumption of the residential and commercial building sectors in the United States has been increasing at about 1.3% per year over the past decade (EIA, 2023), making efficient building operations more crucial than ever (Alvarez and Molnar, 2021). Studies have shown that model predictive control (MPC) can improve building energy efficiency (Afram et al., 2017). However, MPC is still not widely adopted in buildings due to the challenges in developing and training a control-oriented model (Ellis, 2021). This task is challenging because it results in a coupled state/disturbance parameter estimation problem due to the presence of unmeasured time-varying heat disturbances brought on by building occupancy, solar radiation, and electrical devices.

Hybrid models, combining physics-based and data-driven models, have emerged as a promising solution for control-oriented building thermal modeling. In our previous study (Krishna and Ellis, 2023), our approach integrated a parameterized low-order physics-based thermal resistance-capacitance (RC) network model, derived from first principles, with a feedforward neural network used for forecasting the unmeasured heat disturbances. This work proposed a method for simultaneously training both model parameters. In an approach by (Kumar et al., 2023), a physics-based model was developed to capture the underlying thermal dynamics of the building space and a neural network to forecast the unmeasured disturbances. However, in their approach, the two models were trained separately. Simultaneously training the hybrid model parameters is beneficial for minimizing overall prediction errors and can potentially avoid compounding prediction errors resulting from training models separately. However, due to the non-convex nature of training problems, the estimation of model parameters is subject to the influence of initial parameter estimates provided to the solver.

In the case of building thermal models, limited data is available to estimate the model parameters owing to practical considerations (i.e., minimize potential comfort violations to building occupants). In this context, second-order or quasi-Newton methods like the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm can be considered as an alternative to first order methods. To this end, a novel heuristic three-step training methodology is proposed to improve the prediction of the building thermal dynamics with a lower computational time compared to using a single solver. The proposed approach combines two steps of gradient descent and one step of BFGS, taking advantage of BFGS while addressing the necessity to find suitable initial parameter estimates to provide to the solver. A model validation approach is also proposed as part of the training methodology. The simulation results highlight the effectiveness of the proposed three-step training methodology for the hybrid building model in predicting the building thermal dynamics compared to using a single solver. Specifically, the three-step training methodology achieves a higher accuracy with fewer iterations.
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Integrated energy systems (IES) explore synergies between different energy resources and technologies to improve the efficiency of energy systems. One of the widely used assumptions in the IES design and operation optimization is the price-taker. The price-taker assumes that the electricity grid is an “infinite” bus and can take and give any amount of electricity without affecting the market price. However, this assumption ignores the interaction between IES and the energy market, which results in misleading analyses and conclusions of IES design and operation.

ML Surrogate-assisted Optimization

We present a new multiperiod design and operations co-optimization formulation that explicitly considers IES/market interactions using machine learning surrogate models (e.g., time-series clustering, neural networks). Our framework is organized into four steps.

Step 1: Perform Production Cost Model (PCM) simulations to assemble initial training data.

First, we sampled different combinations of design variables from the domain of the IES design space. For each sample, we fix the IES design decisions and simulate the annual electricity market using the production cost model (PCM), Prescient. PCM solves unit commitment and economic dispatch problems in a rolling horizon fashion and yields detailed day-ahead and real-time dispatch profiles of all generators and the day-ahead and real-time locational marginal prices (LMPs) at all nodes.

Step 2: Train surrogate models to predict market outcomes as a function of IES characteristics.

Next, we identify a few representative dispatch profiles for the IES using time-series clustering of daily real-time dispatch profiles obtained from the library of annual PCM simulations. We then train a ML surrogate model to predict the weight/frequency of each representative dispatch profile as a function of the IES design variables. We also train ML surrogate models to predict the total electricity revenue (determined using the nodal LMPs) as a function of the IES design. Together, these surrogate models capture the effect that the IES has on the overall electric grid/market.

Step 3: Solve conceptual design optimization problems with embedded market surrogates.

We then formulate and solve IES conceptual design optimization problem using the surrogate models for both revenue and dispatch and solve it to obtain the optimal design of the IES. The optimization model is mixed with ML models and OMLT is employed to represent neural networks within the Pyomo optimization environment.

Step 4: Verify results via multiscale PCM simulation.

Finally, we use the multiscale simulation framework to simulate the sub-hourly operation of the optimal IES design over an entire year.

Results

Using this framework, we assess the economic benefits of retrofitting an existing baseload nuclear generator with a low-temperature electrolysis unit. The electrolyzer enables the nuclear generator to ramp down the power output to the electricity market and participate in the hydrogen market during periods of low electricity demand. We demonstrate that the price-taker approach yields a sub-optimal size of the electrolyzer since it substantially underestimates the revenue generated from the electricity market, and thereby illustrates the need for the proposed workflow. Compared with the historical LMP signals, we observed that after operating the nuclear generator with electrolysis unit reduces the near zero LMP frequency by 5%.
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Many chemical and biological systems are experimentally observed to have both deterministic drift and noisy character. State-space stochastic differential equations (SDEs) model this noise, to more realistically describe the stochastic dynamics compared to ordinary differential equation (ODE) descriptions that employ the continuum approximation (Turner et al., 2004). Moreover, for physics that are poorly understood, neural networks may be embedded to increase model expressivity (Raissi et al., 2019). However, modelling noise terms requires additional parametric structures, which frequently introduces structural identifiability issues—i.e., the non-uniqueness of parameter sets that produce similarly optimal fits to experimental data—relative to ODE models. As such, the capacity of parameter-identified SDE models to predict system dynamics, as well as for any neural networks embedded in such models to learn the dynamics, is inherently limited.

This work demonstrates that—under assumptions allowing the normal distribution approximation to the Poisson processes governing a larger ensemble of reacting species (Gillespie, 2000)—structural identifiability and generalizability of embedded neural networks are substantially improved for compartment models of reacting chemical networks. This improvement simplifies the Chemical Master Equation description of a kinetic network (e.g., see Jang et al., 2016 and citations therein) to an SDE in the form of the Chemical Langevin Equation (CLE) (Browning et al., 2020). Figure 1 depicts this simplification, and positions the CLE with respect to the Chemical Master Equation and often-used mass-action ODE system description for such systems.

In full, this approach enables the exploration of more expensive experimental spaces involving both fully and partially observable reaction networks.
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Wearable plant sensors hold tremendous potential for smart agriculture. We report a lower leaf surface-attached multimodal wearable sensor for continuous monitoring of plant physiology by tracking both biochemical and biophysical signals of the plant and its microenvironment. Sensors for detecting volatile organic compounds (VOCs), temperature, and humidity are integrated into a single platform. A machine learning model was developed to analyze multichannel sensor data for quantitative detection of tomato spotted wilt virus as early as 4 days after inoculation. The model also evaluates different sensor combinations for early disease detection and predicts that minimally three sensors are required including the VOC sensors. VOC_C1, C2, F1, F2, H, and T denote four different types of VOC sensors, leaf surface relative humidity sensor, and leaf temperature sensor, respectively.

\[
D = E - (R_{STD,1} + R_{STD,2})
\]

According to the discriminability values, a minimum of three sensors (VOC_C2, VOC_F1, and H) is needed for the early detection of TSWV. The results suggest that for effective disease detection, the biochemical VOC sensor is probably the most important sensor that is needed in each sensor combination; in addition, the leaf surface humidity sensor works slightly more effectively than the leaf temperature sensor in disease detection. Such a machine learning analysis pipeline can help find the most impactful sensor (and sensor combination) for a particular application and potentially reduce the total number of redundant sensors, which would be particularly useful to reduce sensor cost while maintaining sensor performance.
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Optimization of the productivity of petroleum systems has been an ongoing endeavor for the oil and gas industry for many decades. Historically, methods have progressed from empirical and semi-empirical extrapolations through to simplified theory of the partial differential equations describing diffusion and mass transport and full numerical solvers for the continuity equations. These tools have been developed and modified to account for some of the uncertainty faced by petroleum engineers and earth scientists for both the input data describing the petroleum system and the production rates themselves.

The provisioning of data for petroleum systems alongside the exponential growth in computational power and complexity has greatly improved within this time frame, which has led to more data-rich estimates of well and reservoir productivity. It is now possible for engineers and geologists to make multiple, rapid estimates of potential reservoir productivity with several tools in parallel in order to assess uncertainty of the resource in addition to the impact of pseudo-measurable uncertainties of the inputs. This facilitates more informed data collection, surveillance and intervention operations.

In this talk, application of contemporary machine learning methods to production data will be demonstrated, from simple decision-tree based algorithms through to deep learning and physics-informed methods. We discuss how there is no ‘one sized fits all’ solution, but rather the necessity for the data scientist and petroleum engineer to understand the dominant physics of the system to select the most appropriate method. Finally, we will discuss the application of Bayesian and physics-informed neural operator methods to optimize under uncertainty to generate estimates of well productivity and remaining resource.

* To whom all correspondence should be addressed; email address of corresponding author.
Small molecule drugs are indispensable to human health and social development. Binding kinetic properties, particularly the dissociation rate constant \(k_{\text{off}}\), are crucial factors affecting drug potency and have become critical indexes in discovering better- or first-in-class drugs. In kinetic measurements, the application of conventional methods is challenging due to the fact that \(k_{\text{off}}\) is dependent on the Gibbs free energies of intermediate transition states. Moreover, it generally takes several minutes or even days to observe the experimental response of \(k_{\text{off}}\) using conventional analysis methods such as the X-ray crystallography or the nuclear magnetic resonance. For these reasons, computational methods are paid more and more attention to provide insights into the protein–ligand binding/unbinding processes. Currently, the physics-driven molecular dynamics simulations and data-driven surrogate modeling methods have been used to develop single(multi)-protein models to predict \(k_{\text{off}}\). Even with these exploratory studies, it remains challenging to develop binding kinetic models. For example, the high computational cost of the molecular dynamics simulations hinder the high-throughput screening of drug candidates. For the surrogate modeling methods, on the one hand, although the multi-protein models have a wide application range on different proteins, the generalization ability of the current models is not acceptable. On the other hand, the prediction accuracy of single-protein models is unstable due to their unclear application scenarios.

This work focuses on addressing the prediction stability issue of single-protein models by developing a Bayesian Neural Network (BNN) based binding kinetic surrogate model for interval estimations of \(k_{\text{off}}\) using the descriptors of the van der Waals and electrostatic interaction energies of protein–ligand complexes. A case study involving HSP90 inhibitors are presented to highlight the feasibility and effectiveness of the proposed binding kinetic model. The HSP90 binding kinetic data is collected from Ganotra and Wade (2018). The samples in the dataset are ranked from low to high -log\(k_{\text{off}}\) values and every fifth sample in the list is selected for the test dataset. The BNN model is composed of an input layer, a hidden layer, and an output layer, where the optimizer, loss function, and activation function are Adam, the negative evidence lower bound, and Sigmoid, respectively. Its optimal hyper-parameters are determined via the knowledge-based trial and leave-one-out cross-validation methods. The commonly used Partial Least Squares Regression (PLSR) model is also developed and compared with our BNN model. The regression results of the HSP90 dataset are given in Table 1.

<table>
<thead>
<tr>
<th>Method</th>
<th>(R^2_{\text{test}})</th>
<th>(\text{MAE}_{\text{test}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>PLSR</td>
<td>0.908</td>
<td>0.232</td>
</tr>
<tr>
<td>BNN</td>
<td>0.947</td>
<td>0.184</td>
</tr>
</tbody>
</table>

As shown in Table 1, the BNN model developed in this work exhibits a great power to predict the -log\(k_{\text{off}}\) of HSP90 inhibitors with \(R^2_{\text{test}}=0.947\) and \(\text{MAE}_{\text{test}}=0.184\), and outperforms the commonly used PLSR model with \(R^2_{\text{test}}=0.908\) and \(\text{MAE}_{\text{test}}=0.232\). In addition to the interval prediction ability of the BNN method, another possible reason leading to the outstanding regression results maybe that the relationship between -log\(k_{\text{off}}\) and the van der Waals/electrostatic interactions is complex and more likely to be nonlinear. In our future work, the binding kinetic model will be integrated with the \textit{de novo} drug design methods to fast design novel drug candidates with well-performed dissociation kinetics.
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The process systems domain is undergoing the fourth industrial revolution, implementing Smart Manufacturing (SM) techniques with technological advancements like the Industrial Internet of Things, data storage and computing, Artificial Intelligence, and cloud computing (Yerimah et al., 2022). In parallel, in the field of machine learning and data analysis, data-based modeling has been expanding. These advancements have helped industries leap into digitization and optimized production techniques. However, SM methodologies are yet to be incorporated into process control applications in undergraduate chemical engineering education (Bequette, 2019a).

The work presented here takes a crucial step toward bridging the industry-academia gap by enabling students to conduct better experiments using an experiment assistant and access to larger datasets to catalyze their interest in developing predictive models for fault detection. The demonstration is implemented on a shell and tube heat exchanger using the Smart Manufacturing Innovation Platform (SMIP) (SM Innovation Platform - CESMII, 2023).

Introduction

Experiment Assistant

For students to collect accurate data and perform better experiments, a human-machine interface (HMI) is designed to provide them with all the valuable information and guidance while conducting experiments. This aims to acclimatize and train them for a control room they will encounter in the future. The display caters to the needs of the students, with prompts for incorrect steps taken during the experiment, faults detected by a fault detection algorithm, and suggestions for necessary actions.

The developed HMI can be used to study and conduct lab-scale studies to understand human-machine interaction and the Human-in-the-loop aspect of decision-making (Bequette, 2019b; Ghosh & Bequette, 2020).

Fault detection

A fully connected, convolutional and recurrent neural network was trained and developed using data collected from the heat exchanger. The models are used to develop tutorials to demonstrate the use of the framework. Students can train and test their models with smooth implementation with real-world data.
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OPTIMIZATION IN ENGINEERING WITH EMBEDDED LINEAR MODEL DECISION TREES
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Machine learning (ML) models have become increasingly popular due to their ability to accurately represent complex functional relationships. While many resources have been developed to streamline training and evaluation of these models, new research efforts have focused on embedding trained ML models into optimization problems. This is of key interest in several research communities as the ability to optimize over ML surrogates allows for solution of the inverse problem (solving for inputs given objectives or constraints on outputs). Mixed-integer programming formulations for embedding ML models such as neural networks and tree ensembles into optimization problems exist in the literature. Piecewise-linear ML surrogates that can be represented within mixed-integer linear programs (MILPs) have been especially favored due to advances in MILP solvers. In this work we present several mixed-integer programming formulations of linear model decision trees and demonstrate their utility as surrogates in engineering applications.

Linear model decision trees differ from standard decision trees in that they return linear functions at the leaf nodes. They are advantageous in their ability to represent discontinuous functions and can produce smaller tree representations with reduced error. This work expands on the work of Mistry et al. (2021) and utilizes Generalized Disjunctive Programming (GDP) to formulate linear model decision trees as mixed-integer quadratic constrained programs (MIQCPs) and MILPs. We compare the performance of these formulations using a process family design problem (Stinchfield et al., 2022). In addition, we exhibit their use case on a flexibility index problem and an optimal heat exchanger design problem.

Flexibility Analysis

In the flexibility index problem, we convert the traditional multi-level optimization problem (Swaney and Grossmann, 1985) into a single level optimization by approximating the inner control problem with an ML surrogate. Results show that linear model trees have the potential to provide a better approximation than neural network surrogates due to their ability to represent discontinuous functions. Furthermore, by approximating the optimal control policy with an ML surrogate, we obtain a conservative estimate of the flexibility index, regardless of nonconvex constraints. This may be advantageous over current solution methods such as the active set strategy or vertex enumeration.

Heat Exchanger Design

In this case study, we consider the optimal design of a molten salt and steam heat exchanger. We take traditional black-box thermodynamic property calculations (such as those utilized in the IDAES framework) and replace them with linear model decision tree surrogates. This allows for use of deterministic global optimization methods through solvers such as BARON. We show that linear model decision trees can achieve comparable solutions using BARON with the solvers within IDAES (Lee et al., 2021). Lastly, we comment on the interpretability of linear model decision trees with respect to the physics of the problem.
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This work demonstrates an ongoing multi-year project to develop interactive online visualization-based modules to explain STEM concepts broadly, and chemical engineering principles, in particular. Such modules are envisioned to serve as pedagogies for personalized learning as they are easy to use and enable enquiry-based learning of concepts facilitated by an instructor. This year, with support from CAChE and Lehigh U, we are developing modules for teaching data science to students of chemical engineering and allied disciplines.

**Background and Results**

Data science, considered the fourth pillar of science and technology, is rapidly becoming a sought-after skillset in the chemical industry and academia alike. Most chemical engineering curricula do not include components of statistical learning or data-driven modeling to study chemical data although the last half a decade has seen tremendous advances in both research and education in artificial intelligence.

Our goal, in this context, is to develop interactive, online, visualization-based tools to teach general science and engineering concepts and, specifically, data science concepts. Computational modules are valuable pedagogical tools to teach complex engineering concepts. Excellent examples of such tools include the Etomica [1] project and the LearnChemE modules [2]. Our thesis therefore is that providing such online modules to demonstrate various aspects of building data-driven models can facilitate instructors to employ them in relevant core chemical engineering courses (e.g., introductory engineering courses, numerical methods course, as well as undergraduate lab courses).

In the previous years, we have developed and hosted a number of online modules [3], ranging from simple ones such as a system of sequential reactions to complicated ones such as an infectious disease model as well as a basic catalysis data science module. Currently, we are developing two additional data science modules. First one focuses on comparing building physics-based, purely-data driven, and hybrid models using biological data. The scope of this module is to enable students to build different kinds of models using noisy experimental datasets of biomolecular systems and thereby understand the advantages and disadvantages of these methods. The second module will focus on techniques and concepts within data science to prevent overfitting of a model to a specific data set and to build models of optimal complexity.

This poster will present the general idea of interactive online visualization-based pedagogical modules, our experience with their adoption in classroom so far, the new data science modules, and possible future directions in the development of these modules.
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THREE-BODY PROBLEM: SMALL DATA, INTERPRETATION AND EXTRAPOLATION IN ML
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Introduction
Development and exploitation of Machine Learning (ML) models in engineering applications comes with challenges beyond the computer and data science aspect of it. Scarce availability of data, model interpretation, and physics awareness are three key issues that need to be tackled for ML models to become more ubiquitous in the industry. In this contribution, we propose a framework for the development of hybrid models oriented to address these three elements. We then show its applicability for the optimization of electrochemical systems with newly synthesized materials.

Methods
Compositional modeling has been shown to be effective in obtaining useful models in situations where extensive data and/or physical knowledge are not available. The modeling task is formulated as problem such that given the physical structure of the system, a set of statements about its behavior, a library of model fragments and a set of rules constraining their use, we seek the most useful, coherent scenario model for answering a query. This formulation enables the introduction of physics-based model fragments where available, and data driven model fragments where needed.

From a compositional model one can obtain an ML-based surrogate model with some desired characteristics. In doing so, Transfer Learning (TL) becomes useful. TL is a ML technique in which a data-driven model previously trained (general training) for a given task is used as the base to build a model for a new task, with less data being required for the new training stage (task-specific training). In this work, the general training is performed on simulations generated using a compositional model. The target-specific training is done on experimental data.

While the lack of physics awareness in ML models is an ongoing area of research, its effects could be mitigated by tracking the model’s extrapolation behavior. Here, extrapolation is addressed by detecting if the new sample to be predicted lays out of the training data distribution. Intuitively, if a point is located close enough to a set of training examples, it is not a point of extrapolation. The out-of-distribution detection was implemented using the k-nearest neighbors’ distance.

Results
Results reveal a trade-off between extrapolation and predicted performance (as peak power density) (Fig. 1A). From the analysis of the solutions in the pareto front (Fig.1B), the ranges allowed for pressure and ion exchange capacity of the membrane are not fully exploited by the optimizer, although direct proportionality is identified. This is consistent with the physical intuition that additional hindering mechanisms exist, such as mass transfer of the reactant to the electrocatalyst surface through the ionomer binder.

Figure 1. (A) optimization with extrapolation monitoring and (B) analysis of the solutions in the pareto front.
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The adoption of atomic layer processing for sub-nanometer device fabrication has been slow due to long processing times and challenges in effective control of small features. This work presents a learning-based control strategy for optimal control of atomic layer etch (ALE), with the objective of minimizing the time to obtain a specified target etch-depth, to maximize the productivity of the etch process. We propose a cycle-to-cycle (C2C) model predictive control (MPC) scheme to minimize the ALE cycle time in a single run, wrapped by an exterior learning-based control strategy to reduce the number of cycles in run-to-run (R2R) control. The outer learning-based control loop explores the design space of MPC parameters in a data-efficient manner to enable control policy adaptation based on offline measurements of etch depth for R2R control.

**Introduction**

ALE, which can cyclically remove single monolayers from a substrate due to its self-limiting nature, is gaining traction for its use in etching sub-nanometer features to provide enhanced uniformity and smoothness in next generation semiconductor devices (Kanarik et al., 2018). A batch of semiconductor wafers is fed into an ALE process run, which operates over a pre-specified number of cycles. The long processing times of ALE is a current challenge that limits its widespread adoption in semiconductor manufacturing. Increased etch rates generally lead to increased surface roughness and, hence, balance between the two has been hard to achieve due to the lack of adequate process models and control schemes for the complex surface processes that occur during ALE.

**Model Predictive Control**

A first-order surface kinetic model for ALE of Si with Cl/Ar, which has been validated against experiments (Park et al., 2004), is utilized for implementing a C2C MPC scheme. The kinetic model considers adsorbed Cl concentration, surface active site concentration, and etch per cycle as state variables, with flow rates and cycle times as input variables. Recent studies have shown that optical emission spectra can be used to monitor ALE processes, thereby facilitating state feedback at the end of each cycle. With a fixed number of cycles, the MPC controller seeks to minimize the total process time for each run.

**Learning-Based Control for MPC Policy Adaptation**

As the ALE process undergoes drifts and changes with time, the controller must be adapted in a R2R fashion to ensure performance in view of the time-varying nature of the process. This necessitates the implementation of a learning-based R2R control. Closed-loop performance data acquired cumulatively from different runs can be effectively utilized for setting up a Bayesian optimization framework for automated adaptation of the MPC policy for R2R control based on etch-depth. Bayesian optimization involves the construction of a probabilistic surrogate model to relate the MPC parameters with the closed-loop performance metrics. The uncertainty description provided by the probabilistic surrogate model is then used to successively identify better candidates for the parameters with the use of an acquisition function, which balances the exploitation-exploration tradeoff in efficiently exploring the potentially large design space of MPC parameters. Bayesian optimization is capable of searching the policy parameter space in a very data-efficient manner to identify parameter candidates using data accumulated from a limited number of process runs. In this sense, Bayesian optimization is superior to policy search methods that rely on gradient information, which require a much larger dataset to converge to the optimal candidates. We demonstrate that the proposed learning-based control approach is able to realize the desired etch rate in a limited number of process runs. Such control approaches would be essential for enabling nanofabrication of next generation quantum materials.
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**Introduction**

The commercial lubricant industry manufactures over a thousand unique lube oil products by blending different base oils with numerous groups of additives. To meet the growing market demand, the number of product formulations and operation complexities are increasing as well. Therefore, the production system comprising blending vessels, ancillary equipment, and a complex pipeline network must be reused multiple times for numerous batch productions. The lube oil industry poses stringent product quality requirements therefore, it is a necessity to avoid cross-contamination during changeovers and ensure efficient cleaning of the pipeline network. The use of external agents is strictly prohibited therefore, an upcoming product batch is used for cleaning/flushing the residues of the previous product. This results in the formation of commingled/mixed oil that is regarded as a low-value product. The existing operations lack a standardized procedure that results in large volumes of commingled oil leading to economic losses exceeding millions of dollars annually. To achieve desired product specifications, attain quality targets, and maximize the productivity of assets, it is of paramount importance to enhance process control, minimize human errors and improve the resource management footprint of these industries. To this end, we present a machine learning approach to learn from the data of existing operations and strategically optimize the flushing operations.

**Methodology**

We collaborated with a commercial lube oil blending plant (LOBP) to get insights into their plant configuration and manufacturing processes.

Based on their end-use, the finished products are classified into families such as Engine, Gear, Industrial, Turbine, and Synthetic oils. Each of these oil families has distinguishing features and consists of over 100 different products. To ensure product integrity, the respective family must remain separate from each other. Hence, the pipeline configuration at the partnered facility is separated into five lines for each product family.

Our present study focuses on using machine learning to predict distinguishing features of the lube oil blends, allow better in-line controllability, and minimize the oil downgrade during product changeovers. We performed a cross-validation and based on the score we chose a random forest classification algorithm to solve the classification problem for success/failure of the flushing operation [2]. A total of 1432 data points were used, with 80% being used for training and 20% for testing. The feature set comprised documented flush, kinematic viscosities at 40°C and 100°C, average ambient temperature, product family, and the system type (2 oil/3 oil mixture). After tuning the hyperparameters for the model, the performance was evaluated on the test set using the confusion matrix. The goal was to predict which product batch failed and which passed depending on the compatibility of the consecutive products.

**Results**

Figure 1 illustrates the results from the model where out of 116 test records, it predicted the classification of 110 records correctly with an accuracy of 96% and a recall value of 0.33.

![Figure 1: Confusion Matrix of the test dataset prediction by Balanced Random Forest Classifier](image_url)

**Summary**

Our work will help the lube oil industries to make more informed decisions and predict the pass and fail scenarios depending on the compatibility of the consecutive products and mixture type.
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Introduction
Surrogate-based optimization approaches have been widely adopted in industrial problems due to its potential to reduce the number of simulation runs required in the optimization process, among which, Kriging-based optimization, also known as Bayesian optimization (Mockus, 2012) has gained increasing popularity. In this work, we developed a framework based on (Wang, Escotet-Espinoza, Singh, & Ierapetritou, 2017), with feasibility problem considered as a classification problem, and additional stages introduced to improve local exploitation and global exploration.

Methodology
First, support vector machine and Gaussian process models are constructed for feasibility (Badejo & Ierapetritou, 2022) and objective functions, respectively, based on initial sampling. Next, new samples are iteratively added to improve model accuracy at regions of interest. Different stage including different infill criteria focusing on feasibility characterization, objective minimization and global exploration are included in the framework. Switches between stages are determined considering model changing and data characteristics as the iteration proceeds. Finally, the algorithm terminates and the returns the best solution.

Results
The framework is applied to several test problems and a continuous pharmaceutical manufacturing case study. Due to space limitations, results for some test problems are summarized in Table 1. Results show that the algorithm is able to converge to the optimum with a small number of samples for test problems. Also, the distribution of sampling cost across different stages is problem-dependent, indicating that the stage index determination criteria are related to problem characteristics.

Conclusions
Classification models are applicable for feasibility characterization and are easier to train and be used for high dimensional/categorical data than regression models. Flexible allocation of sampling budget for different purposes according to the characteristics of the problem can reduce the total number of simulation runs.
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Table 1. Results for test problems (Wang & Ierapetritou, 2017)

<table>
<thead>
<tr>
<th>Problem</th>
<th>Average number of problems (percentage of total sample points)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feasibility</td>
<td>Constrained optimization</td>
<td>Local refinement</td>
</tr>
<tr>
<td>Ex3</td>
<td>14.3 (93.46%)</td>
<td>1 (6.54%)</td>
</tr>
<tr>
<td>New</td>
<td>34.2</td>
<td>10</td>
</tr>
<tr>
<td>Brinol</td>
<td>52.1 (64.04%)</td>
<td>26.6 (18.73%)</td>
</tr>
</tbody>
</table>

| Gomez   | 52.1 (56.20%) | 26.6 (28.69%) | 4.3 (6.54%) | 9.7 (10.46%) | 92.7 |
HYBRID MODELING FOR SOLID TRANSPORT CRITICAL VELOCITY
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Critical velocity is the carrier fluid velocity that transports solid particles without depositing them in wellbores/pipelines. Accurate critical velocity estimates and their uncertainty are essential for preventing solids deposition in multiphase flow applications (Dabirian et al., 2016). This contribution adopts a parallel structure hybrid modeling approach (Deng et al., 2022) (Fig. 1) to calculate critical velocity and its uncertainty. In Fig. 1, X represents the inputs, \( y^m \) is the predicted velocity by the semi-mechanistic model, and \( \hat{y}^e \) is the hybrid model prediction with its confidence interval (CI). Additionally, \( \delta \) represents the model discrepancy, the difference between the semi-mechanistic model’s prediction (\( y^m \)) and experimentally observed critical velocity (\( y^e \)), and \( \sigma^2 \) is the model discrepancy estimate with its mean (\( \mu \)) and variance (\( \sigma^2 \)) calculated using the data-driven model. We selected Oroskar and Turian (Oroskar and Turian, 1980) and Mantz (Mantz, 1977) as the semi-mechanistic models because they are widely used (Fig. 1). Gaussian Process Modeling (GPM) is employed to build the data-driven model because of its accuracy in regression with limited data sets. The data set includes 910 and 979 critical velocity measurements for Oroskar and Turian and Mantz models, including the combinations of solid concentrations, liquid densities and viscosities, solid densities, and particle and hydraulic diameters. While Oroskar and Turian model uses all inputs, Mantz Model doesn’t include solid concentration. A GPM model is trained to estimate discrepancy for each semi-mechanistic model using the data set with GPY.

The critical velocity predictions of Mantz (Fig. 2(a)) and Oroskar and Turian (Fig. 2(b)) models, corresponding hybrid models including 95% CIs (Figs. 2(c) and 2(d)) are given in Fig. 2. Hybrid model predictions are obtained using k-fold cross-validation with four folds. The root mean square errors (RMSEs) are 0.876 and 0.491 m/s for Mantz and Oroskar and Turian models. The corresponding hybrid models reduce RMSEs to 0.229 and 0.164 m/s. Comparison of Figs. 2(c) and 2(d) reveal that the hybrid model with the Oroskar and Turian model yields lower RMSE and narrower CIs compared to the Mantz model.

Figure 2. Critical velocity estimates of semi-mechanistic and hybrid models using Mantz (a) & (c) and Oroskar and Turian (b) & (d) models.
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Most controllers for dynamical systems are designed based on a fixed model under a given operating condition. Thus, they often require re-tuning once the operating condition changes. Traditional controller tuning strategies are either time-consuming, e.g., heuristic and trial-and-error methods, or require an accurate plant model, e.g., rule-based methods (Borase et al., 2021). How to enable model-free automatic and adaptive tuning of controllers under varying operating conditions is critical. To this end, deep reinforcement learning (DRL) has attracted attention for controller tuning due to its model-free nature and online learning capability. However, DRL algorithms suffer from respective issues in their applications to the controller auto-tuning. Specifically, stochastic DRL methods, e.g., proximal policy gradient, often have poor sample efficiency. On the contrary, deterministic actor-critic methods, e.g., deterministic deep policy gradient (DDPG), suffer from under-exploration to find global solutions (Silver et al., 2014). This motivates our work to develop a new DRL method that overcomes the issues of low sample efficiency and under-exploration, to assist the auto-tuning of controllers for dynamical systems.

**Entropy-maximization TD3 (EMTD3) method**

In this work, we present a novel DRL method to enable sample efficiency and sufficient exploration in training the agent and discovering global solutions. Specifically, the proposed method integrates the advantages of (stochastic) soft actor-critic (SAC) and (deterministic) twin-delayed DDPG (TD3). For our method, termed as EMTD3, a stochastic actor is deployed at the beginning when an extropy maximization (EM) term, similar to SAC, is added to ensure sufficient explorations. Such an entropy maximization term adds uncertainty to the policy to facilitate the exploration of the action space, leading to improved solution than traditional deterministic methods. Our method runs such a stochastic actor for a duration to gain initial experience. After that, a deterministic actor is deployed to focus on local exploitation. This deterministic actor employs the TD3 method due to its sample efficiency, high stability, and fast convergence (Chowdhury and Lu, 2022). By integrating stochastic and deterministic DRL algorithms sequentially, the EMTD3 method can outperform typically DRL approaches in terms of sample efficiency and convergence to solutions.

**EMTD3-based Controller Tuning**

The proposed EMTD3 method is implemented to the PID controller tuning for a nonlinear continuous stirred tank reactor (CSTR). Specifically, for the formulated DRL problem, the action of the agent is defined as the PID parameters, whereas the environment state is defined as the trajectories of CV, MV, and setpoints of a closed-loop simulation under a given set of PID parameters. The reward is defined as the closed-loop tracking error. To assess the performance of our method, we compare it with other methods including SAC and TD3, as well as fixed PID control, under varying setpoint values that correspond to different operating conditions, shown below:

![Fig. 1. Left: Learning curves for DRL methods; Right: The CV and MV under the last-episode PID parameters.](image)

As shown in the left plot of Fig. 1, among three candidate DRL methods, the proposed EMTD3 method can achieve the fastest training speed and thus the highest sample efficiency. The right plot shows the adaptivity of the trained DRL agents under various setpoint changes for this nonlinear CSTR system. It shows that our method can outperform the others in enabling adaptive PID tuning. Further study shows that our method can give solutions that are much closer to the global optimum than the others.
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Maximizing the utilization and effectiveness of Advanced Process Control (APC) remains a challenge despite its long-standing benefits in optimizing continuous manufacturing process units. Interacting with APC controllers can sometimes be complex for operators because changing an input constraint in an APC application does not generally produce the same effect on the process as adjusting the same input directly in a single-input single-output (SISO) controller. To address this challenge, we present an interactive tool called Aspen Virtual Advisor (AVA) that simulates the controller using cognitive analytics to help operators and engineers understand why the identified solution occurs and how to modify the problem to achieve a more desired outcome. The tool is capable of automatically running different scenarios and provides recommendations for improving control strategies.

Balancing Optimization and Variable Requirements

APC controllers solve real-time constrained optimization problems. The optimization problem changes when there are changes in the limits, tuning, or process disturbances. If a constraint is modified, variables that have no direct relationship may move due to the interplay between the process model, objective function, and constraints. If the APC controller was turned off, changing the input would only directly affect that input and any other changes would be determined by the process response. Though the APC controller can find the optimal solution, there is a trade-off between achieving that optimal solution and meeting specific requirements for certain variables. The problem is that finding a solution to this trade-off can be difficult, especially for large controllers. Running manual simulations to identify a solution is impractical because it requires educated guesses changing constraints based on “What-if” analysis of the online controller. By the time the best course of action is identified, the controller will have likely already transitioned to a new state.

Using Cognitive Analytics for Desired Trade-Off

One potential solution is to leverage the predictive capabilities of APC controllers. By applying the same predictive capability of the controller at the current time, specific scenarios can be quickly simulated to determine which constraint changes lead to the desired behavior. This empowers operators to identify their best course of action. AVA for DMC3, AspenTech’s APC technology, enables users to ask why variables are not behaving as expected or how to get variables to behave in desired ways. By asking AVA questions, operators can discover novel solutions.

When an operator asks a question, AVA creates a copy of the online controller, runs specific simulations, and returns a set of recommendations, to change constraints, that are ordered based on how well they improve the DMC3 economic objective function. This ranking provides alignment between the optimal solution and the trade-off in getting specific variables to behave as desired. By combining the operator’s knowledge about the plant and the information AVA provides from the simulations, this technology augments the operator’s intelligence enabling them to make better use of DMC3.

To gain operator acceptance, AVA scans their controller history data to see which variables the operators actually change and by what magnitude. It develops a profile that captures how comfortable operators are adjusting limits for variables based on the current operating point of the plant. As operators open limits closer to their true constraints, they tend to get more conservative. So as AVA pushes a limit further open approaching a true constraint it knows the operators comfort level and recommends smaller moves.

By leveraging cognitive analytics, operators, and the AVA can work together, using DMC3 to optimize the plant’s performance. To improve the APC controller, ask AVA a question and identify the best course of action.
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Many chemical engineering departments are looking for ways to integrate machine learning and process analytics into chemical engineering curricula to meet the increased demand from the industry.

Traditional chemical engineering curriculum helps students excel at first-principles modeling to solve chemical engineering problems in fluid mechanics, heat transfer, mass transfer, thermodynamics, or other core chemical engineering courses. To introduce process analytics or machine learning to chemical engineering students, some departments offer dedicated courses or minor degree programs, some departments add curriculum modules to existing courses to cover relevant topics.

In addition to theoretical foundations, process analytics, and machine learning require programming knowledge. Instructors consider students’ prior programming experience, the dominant language in the job market, availability of programming tools and teaching resources, and ease of use when they select the programming tool for their courses. MATLAB is a popular computational tool among engineers for scientific computing. It also offers capabilities to develop data-driven or hybrid models in addition to first-principles models.

This work focuses on how process analytics and machine learning can be integrated into chemical engineering using MATLAB either as a standalone course or as a module in the existing courses. Fluid mechanics, chemical engineering laboratory courses, process control, and thermodynamics are some examples that could benefit from the addition of data-driven techniques. Examples of adding machine learning to first-year chemical engineering courses using MATLAB can be found in the literature. (Joss and Müller, 2019). Stand-alone, elective courses on predictive maintenance, machine learning, and process analytics offer students great exposure to data-driven techniques as well. (Hedengren, 2023).

There are various educational resources available for chemical engineering instructors to introduce machine learning. This work summarizes MATLAB-based curriculum resources for machine learning: Free, interactive, modular course modules (Live Scripts), self-paced online training courses, domain-specific documentation examples for applications such as predictive maintenance and visual inspection of products in pharmaceutical or semiconductor applications, course projects derived from industry-relevant problems, books, educational videos, and automated grading tool, MATLAB Grader.

This work highlights user stories derived from chemical processing industries which could be used to motivate students to learn machine learning. Additionally, making data science competitions part of the curriculum offers a way to challenge students to apply their knowledge to novel problems by being part of an interdisciplinary team. Examples of such competitions will be shared in this presentation.
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This research investigates the application of Internet of Things (IoT) sensor networks and machine learning techniques to analyze the response of Buxus Microphyll (Boxwood) and Rhododendron Indicum (Azalea) plants to various salt and acetic acid treatments. It presents an approach to analyze plant responses to varying concentrations of salt and acetic acid treatments. The objective of the research was to assess the changes in plants subjected to different stressors and to predict their impact on plant health and growth.

For the experiment, plants were treated in a controlled environment, with diverse percentages of acetic acid and salt concentrations. Subsequent to the treatments, IoT sensors and surveillance cameras were utilized to collect a comprehensive set of data and images, documenting the plant health and growth over time.

The IoT sensors monitored parameters such as temperature, moisture, light intensity, and soil fertility, which are essential for assessing plant health. Light intensity was measured as Photosynthetically Active Radiation (PAR), while dielectric permittivity was utilized to measure soil moisture. Soil fertility was determined based on soil electrical conductivity (EC), and atmospheric temperature was captured in Celsius by built-in thermostats.

Images of the treated plants were collected using surveillance cameras. The backgrounds were removed to focus on the plants’ physical attributes and a machine learning model was implemented to analyze pixel values in the images. A percentage error was calculated to evaluate the accuracy and reliability of the analysis.

Initial findings suggest that IoT sensor networks and machine learning can effectively monitor and analyze plant responses to different stressors. By monitoring vital parameters and analyzing images, this approach can provide valuable insights into plant physiology and help develop strategies to improve plant resilience to environmental stressors. Further research is needed to refine the model and validate its efficacy across a wider range of plant species.
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The growing popularity of renewable energy sources is adding to the variability of the already fluctuating load on the grid. This makes load following in coal-fired power plants increasingly difficult and opens opportunities to improve dynamic control systems.

Recent research has shown that transformer neural networks used as multi-step ahead time-series prediction models significantly enhance both control performance and computation efficiency of model predictive control (MPC) algorithms when compared with long-short-term memory (LSTM) neural networks (Park 2022). Popular transformer models lack the ability to efficiently correlate variables individually. This project designs a transformer with modified positional embedding layers from vision models to increase understanding of the relationships between variables (Ramachandran et al. 2019).

Transformer Neural Networks

The transformer network used requires the data to be structured as shown in Figure 1.

![Figure 1. Data structure used by the transformer model.](image)

The encoder of the transformer takes the past variables as input and passes a hidden state to the decoder which takes the test inputs and predicts control variables.

Modifications for Combustion Modeling

The generic transformer takes its own outputs as an input to the decoder. The new model takes manipulated variables as input to the decoder allowing it to draw stronger correlations between them and the control variable. The structure and inputs of the model are in Figure 2. The attention mechanism has a global positional embedding layer based on visual attention models.

![Figure 2. General transformer model with manipulated variables as the decoder inputs.](image)

Results

The new model was tested against GRU, LSTM, bidirectional LSTM, and previous transformer models. The newly developed model showed at least a 15% increase in computational efficiency over all recurrent models and a 5% increase in response to manipulated variables over the previous transformer model.

References


* kody.powell@utah.edu.
Ionic liquids (ILs) have emerged as a promising alternative to flammable organic electrolytes. ILs uniquely possess low melting points and high chemical stability due to their ionic composition (Gebbie, et al., 2015). As such, high conductivity ILs have become increasingly investigated materials in electrochemical energy storage research (Baskin, et al., 2022). Unfortunately, the coulombic interactions which stabilize these molecules produce emergent interactions that are not well understood, limiting the systematic exploration of the IL molecular design.

The transport models often used to model the electrical conductivity of liquids often assume hydrodynamic mechanisms. In particular, the Nernst-Einstein (NE) conductivity model is largely used to benchmark IL electrolyte behavior using a material’s viscosity. This has led to a framework which maximizes conductivity by minimizing viscosity. Recent studies, however, show many ILs exhibiting faster ion transport than their viscosity should allow and suggest the presence of structural transport mechanisms in ILs (Cashen, et al., 2022). Similarly, solid electrolytes demonstrate that non-hydrodynamic transport mechanisms can define electrolyte performance. The Arrhenius equation is used in literature to model ion transport in solid and polymeric materials and can be applied to ILs. However, this equation is empirical, limiting its ability to provide physical insight to ion motion (Caradant, et al., 2021).

This work builds on existing models using machine learning to improve model accuracy and interpretability. We used RDKit cheminformatic software to simulate IL molecular descriptors and combined this with experimentally reported conductivity to create an IL database. We then used these molecular descriptors to correct the NE equation and discover the physical origin of deviations from NE, shown in equation 1, where \(N_a\) is Avogadro’s number, \(z\) is ion charge, \(e\) is an electron charge, \(\mu\) is viscosity, \(R\) is the radius of each ion, and \(f(X)\) is our learned correction. Further, IL descriptors were used to estimate Arrhenius equation parameters, \(A(X)\) and \(E_a(X)\), and interpret the significance of molecular IL descriptors in the kinetic modeling of ion transport as illustrated in equation 2 where \(R\) is the gas constant and \(T\) is temperature.

\[
\Lambda_{\text{NE}} = \frac{N_a z^2 e^2}{6\pi \mu} \cdot \left(\frac{1}{R_+} + \frac{1}{R_-}\right) + f(X)
\]

\[
\Lambda_{\text{Arrhenius}} = A(X) \cdot e^{-\frac{E_a(X)}{RT}}
\]

The utilization of theoretical frameworks in machine learning allows us to gain real intuition for IL. We suggest a new theoretical framework for ILs by introducing interaction parameters. This combines hydrodynamic and kinetic models describe emergent IL transport phenomena. This new framework provides a new avenue for identifying IL candidates with desirable transport properties while providing inherent electrolyte stability.
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Chemical engineers have been at the forefront of developing data science methods for nonlinear physics-informed models and computational optimization algorithms. At the confluence of these topics, chemical engineers often employ the iterative nonlinear model frame work shown in Figure 1 that include model selection, parameter estimation, sensitivity analysis, and model-based design of experiments (MBDoE). In fact, chemical engineers are some of the pioneers for MBDoE methods, which maximize one or more information metrics to design experimental campaigns that improve parameter precision or discriminate between models with the least amount of data (Franceschini and Macchietto, 2008).

In contrast, MBDoE determines the experimental conditions that will provide the maximum information gain, measured by Fisher Information Matrix (FIM). Often, MBDoE is applied sequentially, as shown in Figure 1, and the model(s) are updated/recalibrated before determining the next best experiments.

Advances and Applications for Design of Experiments

Recent advances include “self-driving laboratories” that intelligently combine MBDoE (or similar adaptive optimization strategies) with robotics to elect the next experimental conditions to maximize a material property or discover the dominant kinetics of a complex reaction environment (Langner et al., 2020). There are many barriers to fully leveraging physics-informed data science methods for molecular-to-systems applications. Existing methods may not scale to the nonlinear and large-scale (many equations) nature of multiscale models. As such, MBDoE is most often used by optimization experts.

**Pyomo.DOE Tutorial**

To reduce this barrier, Pyomo.DOE seeks to make FIM-based MBDoE easy-to-use for average Pyomo users. In this poster, we use an illustrative tutorial problem to demonstrate the improved Pyomo.DOE user interface (Wang and Dowling, 2022). Execution in the Pyomo ecosystem includes implementing the mathematical model into Pyomo, defining inputs for the model, and generating an experiment. Methodology aims at detailing the methods for computing the FIM, optimization, and exploratory analysis through enumeration. Results are examined through heatmaps and sensitivity curves.
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